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DEEP REINFORCEMENT LEARNING FOR AUTONOMOUS ROBOT

EXPLORATION UNDER UNCERTAINTY

ABSTRACT

Mapping and exploration of a priori unknown environments are crucial capa-

bilities for mobile robot autonomy. Information-theoretic exploration methods were

developed to guide robots to the unexplored areas of their environment that will con-

tribute the largest quantities of new information to an occupancy map. Meanwhile,

simultaneous localization and mapping (SLAM) provides a way to evaluate map accu-

racy and manage localization error under noisy relative measurements. Consequently,

SLAM-based exploration or active SLAM has been applied successfully for mapping

an unknown environment autonomously under robot landmark and pose uncertainty.

However, the decision-making component of active SLAM exploration methods is

time-consuming due to the need for forward simulation of future robot measurements,

and prediction of the resulting map and pose uncertainty. This approach will ulti-

mately fail for real-time decision-making with increasing dimensionality of the state

space and the action space, due to the costly time complexity of such methods.

In this proposed work, we present learning-based exploration algorithms to

offer reduced computation time and near-optimal exploration strategies under uncer-

tainty. First, we propose a method to solve autonomous mobile robot exploration

using a robot’s local map and deep reinforcement learning (DRL) without consid-

ering localization uncertainty. The DRL controller generates robot sensing actions

that are nearly as informative and efficient as those of a standard mutual information

maximizing controller, at a substantial reduction in computational effort during the

online testing phase. Second, we present an approach that uses graph neural net-
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works (GNNs) in conjunction with DRL by taking proposed exploration graphs as

input data, enabling decision-making over graphs containing exploration information

to predict a robot’s optimal sensing action in belief space. Third, we demonstrate

that the proposed GNN-based RL policy can be trained efficiently in a simulation

environment and perform zero- shot RL transfer to both virtual and real environ-

ments containing different obstacle quantities, arrangements, and geometries without

parameter-tuning. Fourth, we propose to learn an exploration policy from a portfolio

of algorithms that are well-suited to different situations, such that the learned policy

is capable of choosing an optimal exploration strategy according to the current state

of the environment.
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Chapter 1

Introduction

1.1 Motivation and Problem Statement

It is challenging to solve an autonomous mobile robot exploration problem in an a

priori unknown environment when localization uncertainty is a factor, which may

compromise the accuracy of the resulting map. Due to our limited ability to plan

ahead in an unknown environment, a key approach to solving the problem is often

to estimate and select the immediate next best viewpoint. The next-view candi-

dates may be generated by enumerating frontier locations or using sampling-based

methods to plan beyond frontiers. A utility function may be used to evaluate the

next-view candidates and select the optimal candidate. It is common to forward-

simulate the actions and measurements of each candidate and choose the best one as

the next-view position. However, the decision-making component of active SLAM ex-

ploration methods is time-consuming due to the need for forward simulation of future

robot measurements, and prediction of the resulting map and pose uncertainty. This

approach will ultimately fail for real-time decision-making with increasing dimension-

ality of the state space and the action space, due to the costly time complexity of

such methods.

Learning-based exploration algorithms can accurately predict optimal next-

view positions with nearly constant computation time by taking camera image or

occupancy grid map as input data. However, an occupancy grid map has limitations

as an input to represent the environment. For example, in some instances neural

networks may be unable to perform reliably over a map with a rotation relative to
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the maps presented in training. Hence, such a framework may take a longer time to

converge during the training phase, or even fail to converge, due to the size of the

state space induced by an occupancy map.

The goal of this dissertation is to design a learning-based exploration algorithm

which can efficiently and robustly achieve sim2sim and sim2real transfer. We aim

to transfer a learned exploration policy from the training environment to the test

environment without parameter-tuning.

1.2 Overview and Contributions

This dissertation is organized as follows. In Chapter 2, we review the methodologies

that are proposed for achieving autonomous exploration. These methodologies cover

exploration, SLAM and Expectation-Maximization Exploration.

In subsequent chapters, the main contributions of this dissertation are dis-

cussed as follows:

• A novel method to solve autonomous mobile robot exploration using a robot’s

local map and deep reinforcement learning (DRL) without considering localiza-

tion uncertainty [1] (Chapter 3);

• A novel approach that uses graph neural networks (GNNs) by taking proposed

exploration graphs as input data, enabling decision-making over graphs con-

taining exploration information to predict a robot’s optimal sensing action in

belief space [2], [3] (Chapter 4);

• A novel zero-shot RL transfer framework that can learn exploration policies

efficiently in a simulation environment and perform policy transfer to both

virtual and real environments without parameter-tuning [4] (Chapter 5).
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Chapter 2

Background

2.1 Simultaneous Localization and Mapping (SLAM)

2.1.1 Graph-based SLAM

A graph-based SLAM framework [5], [6] solves the estimation problem by performing

incremental nonlinear least-squares smoothing over a factor graph that represents the

current state. A factor graph is a bipartite graph containing factor nodes and variable

nodes. The variable nodes are unknown variables in the estimation problem. The

factor nodes are functions of related variables. Edges in the factor graph indicate

the dependencies of the factor node and the corresponding variable node so they are

always between factors and variables.

We consider the trajectory by a set of variables x1:T = {x1, x2, ..., xT}. The

control input variables are denoted as u1:T = {u1, u2, ..., uT} and the measurements

are represented as z1:T = {z1, z2, ..., zT}. The goal of the SLAM problem is to solve

for the posterior probability:

p(x1:T ,m|z1:T ,u1:T , x0), (2.1)

where m is the map and x0 is an initial position. We also define virtual observation

measurements ẑ(xi, xj), which represent an observation of a transformation from po-

sition xi to position xj. The measurement error between the real observation and the

virtual observation is defined as:

eij(xi, xj) = zij − ẑij(xi, xj). (2.2)
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The log-likelihood lij of the observation difference associated with the mea-

surement zij is:

lij ∝ eTijΩijeij, (2.3)

where Ωij is the information matrix of the measurement between positions i and j.

We wish to recover the estimated trajectory that minimizes the measurement error

as follows:

x∗ = arg min
x

∑
i,j

eTijΩijeij. (2.4)

This nonlinear least-squares problem can be solved by various optimization methods.

The optimization step can be achieved in real-time because of the sparsity of the

information matrix [7].

2.1.2 Active SLAM

Active SLAM exploration approaches have been developed to reduce both the uncer-

tainty of a robot’s pose and entropy of the map by considering the correlation between

localization and information gain [8]. A typical active SLAM algorithm gradually pop-

ulates an incomplete stochastic map of the environment. At each decision-making

step, i candidate trajectories are evaluated with respect to a cost function containing

an uncertainty criterion [9]. The underlying SLAM algorithm is used to predict the

posterior map resulting from each candidate trajectory, and each is evaluated using

the cost function J . The cost function J is defined as:

J =
∑
i

αiUi +
∑
i

βiTi, (2.5)

where U indicates the cost of the uncertainty, T represents the cost of the travel-to-

goal, and α and β are weight parameters for these respective costs. The goal of active
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SLAM is to select the policy that optimizes J .

The approach proposed in [10] uses the particle filter to reduce the overall

uncertainty for both maps and poses by capturing a trajectory’s uncertainty using

the particle weight. The Expectation-Maximization (EM) Exploration algorithm [11],

[12] introduces virtual landmarks to represent the uncertainty of unexplored regions,

and a novel utility function for solving the exploration problem that seeks the most

accurate map possible with every sensing action.

2.2 Deep Reinforcement Learning

2.2.1 Deep Learning

Deep Learning [13] has achieved great success in many domains such as Computer

Vision (CV), Natural Language Processing (NLP), and robotics. Convolutional Neu-

ral Networks (CNNs) [14], [15] are designed to analyze array-like data such as 2D

images and 3D videos. The convolutional layer in CNNs is used for extracting local

conjunctions of features from the previous output. The pooling layer is for combin-

ing semantically similar features. Recurrent Neural Networks (RNNs) are capable of

processing sequential input data by memorizing the elements of the sequence in the

hidden units. Typically, the long short-term memory (LSTM) architecture [16], [17]

solves the vanishing gradient problem [18] in the traditional RNN model, because the

cell and the gates in the LSTM model regulate the history information.

Analyzing graphs with deep learning is a fast-growing research area. Graph

Neural Networks (GNNs) [19] use neural network models to process data in the graph

domain. GNNs use the message passing function to capture the relationship between

nodes in graphs and update the node or edge information during the data process-

ing step. Graph Convolutional Networks (GCNs) [20] have a similar convolutional
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mechanism as CNNs. Gate Recurrent Units (GRU) are proposed in the Gated Graph

Neural Network (GGNN) [21] to unroll the recurrence steps and compute gradients

by backpropagation through time. Graph Attention Networks (GAT) [22] adopt the

attention mechanism for capturing important subsets of graphs.

2.2.2 Reinforcement Learning

Reinforcement Learning (RL) is capable of solving sequential decision-making prob-

lems by training an agent to predict the optimal action from the rewards collected in

the environment. A Markov decision process (MDP) is the standard model used for

reinforcement learning. The policy π guides the robot to choose an action correspond-

ing to the current state. The policy expects to achieve the maximum discounted sum

of future rewards Rt.

Rt = rt + γrt+1 + γ2rt+2 + · · · =
∞∑
k=0

γkrt+k+1, (2.6)

Value-based methods [23], [24], [25] aim to maximize the expected sum of the rewards.

The value function of a state-action pair is:

Qπ(s, a) = Eπ{Rt|st = s, at = a}. (2.7)

Policy-based methods [26], [27], [28], [29] optimize the policy directly through gradient

algorithms during the training process. The most common policy gradient form is:

∇θJ(θ) = Eπ[Qπ(s, a)∇θ lnπθ(a|s)]. (2.8)
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2.3 Autonomous Exploration

2.3.1 Classical Exploration

Frontier-based exploration methods use the frontiers [30] which are boundaries be-

tween free and unknown areas. By taking a next-view point from frontiers in each

decision-making time, the robot is guaranteed to explore the whole unknown environ-

ment eventually. However, the frontier-based exploration methods are not efficient in

a 3D environment.

Information-theoretic exploration methods guide a robot to explore the un-

known environment by repeatedly selecting the sensing action expected to be most

informative [31], [32], [33]. Shannon’s entropy [34] is typically employed as the infor-

mation metric to describe the completeness of our knowledge about the contents of

an occupancy grid map [35] m as follows:

H(m) = −
∑
i

∑
j

p(mi,j) log p(mi,j). (2.9)

In Eq. (2.9), index i represents the individual grid cells of the map, and

the possible outcomes of the Bernoulli random variable describing each map cell are

referred to as index j. The Mutual Information (MI) I(m, ai) is used to evaluate the

expected information gain with respect to the action at:

I(m, ai) = H(m)−H(m|at), (2.10)

An information-theoretic exploration method seeks to find an optimal sensing

action at each decision-making step to obtain the maximum mutual information over

an occupancy grid map. A fully explored environment can be achieved eventually,
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which provides the minimum map entropy.

It has also proven effective to use Gaussian process frontier maps as a predictive

tool to support exploration [36], [37]. However, these methods do not consider a

robot’s localization uncertainty during the exploration process, which eventually leads

to an inaccurate map.

2.3.2 Learning-based Exploration

Learning-based exploration methods can offer reduced computation time and near-

optimal exploration strategies. Bai et al. proposed a Gaussian process based mutual

information prediction method [38], and a subsequent Bayesian optimization active

sampling approach [39], to speed up the prediction of mutual information throughout

a robot’s action space. Supervised learning approaches have used labeled data col-

lected from high-performance exploration methods to train neural networks to predict

optimal exploration actions. Specifically, [40] shows that deep supervised learning can

produce high-quality solutions for the exploration problem by using local occupancy

maps as input data. Moreover, an exploration policy can be trained via reinforcement

learning methods using representative example environments and a proper reward de-

sign. [1] and [41] demonstrate that a mobile robot can take occupancy grid maps as

input data to predict the best exploratory action using reinforcement learning ap-

proaches. However, an occupancy grid map has limitations as an input to represent

the environment. For example, in some instances, neural networks may be unable

to perform reliably over a map with a rotation relative to the maps presented in

training. Hence, such a framework may take a longer time to converge during the

training phase, or even fail to converge, due to the size of the state space induced by

an occupancy map.
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Chapter 3

Learning-based Exploration without Uncertainty

This chapter will examine the potential of deep reinforcement learning (DRL) to

match the performance of information-theoretic exploration. Combining DRL with

local occupancy grid maps, a mobile robot can learn how to explore maze-like envi-

ronments via the reward provided by the information gain.

3.1 Related Work

Model-based methods in RL often accelerate the training process [42], since the agent

can obtain training information from a model in addition to the rewards from the

environment. A pre-trained policy can also improve the performance of learning and

increase a robot’s learning efficiency [43]. Jaderberg proposed an auxiliary approach

to explore the potentially reward-rich areas of an environment, avoiding low-reward

areas [44]. Such methods require a priori knowledge of either the environments or

the policy model.

Tai introduced a deep learning [45] and a deep reinforcement learning [46]

based obstacle avoidance policy that is trained and tested using sensor data from the

same environment. The learned obstacle avoidance policy can only be used in the

same environment in which it is trained, and is ineffective for use across heteroge-

neous environments. Deep Recurrent Q-Networks (DRQN) were developed in [47]

to play First-Person-Shooting (FPS) games in a 3D environment. By combining an

RNN with a DQN, the DRQN can generate appropriate outputs that depend on the

temporally consecutive inputs. Meanwhile, a target-driven robot visual navigation

policy was also trained using deep reinforcement learning [48]. The robot was trained
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Figure 3.1: An illustration of our framework. In the training phase, we expose the
robot to different environments and the policy optimizes parameters in the neural
network by informative reward rt, where the current state is a local map st and the
corresponding robot action is at. Training concludes after 2 million episodes. Then
in the testing phase, we provide a different set of diverse environments. The policy is
used to estimate the optimal action, which is indicated by the red point a′t from the
current robot’s local map s′t.

in a simulated environment and implemented its policy successfully in a physical en-

vironment. However, this method requires a sophisticated simulation environment

and it is challenging to predict the information gain of many potential future sensing

actions using a single camera view. Choudhury et al. proposed the ExpLOre algo-

rithm [49] to gather information using imitation learning. This algorithm provides

non-myopic solutions for the autonomous exploration problem, however, the policy

is trained and tested over the same maps, with different view nodes. Other works

involving reinforcement learning and robot navigation in [50] and [51] have dealt with

learning the topology of an environment as well as motion planning, however our

work focuses purely on the efficiency of mapping in the absence of a prior map.

3.2 Problem Definition

Instead of choosing the sensing action of maximum expected information gain after a

computationally expensive evaluation of all the candidate sensing actions, we employ
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a neural network to predict the optimal sensing action and train it using reinforce-

ment learning. We use a database of maps with similar characteristics, however with

different individual topologies and layouts. A flowchart demonstrating both the train-

ing and testing phases is shown in Figure 3.1. We train and test the neural network

on locally visible portions of randomly-generated 2D maps of indoor environments.

We consider these locally visible, uniformly-sized regions instead of the entirety of a

robot’s currently acquired map with the aim of achieving a scalable, computationally

efficient approach that may be applied to environments of arbitrary size. However,

this is done with the understanding that we are training an information-seeking con-

troller rather than a global optimization method.

3.2.1 Entropy and Mutual Information

We use Shannon’s entropy as the metric to represent the completeness of our knowl-

edge about the map, which is described in the following equation:

H(m) = −
∑
i

∑
j

p(mi,j) log p(mi,j). (3.1)

In Eq. (3.1), m represents the current occupancy grid map, where index i refers

to the individual grid cells of the map and index j refers to the possible outcomes

of the Bernoulli random variable that represents each grid cell, which is either free

or occupied. Cells whose contents have never been observed are characterized as

p(mi,j) = 0.5, contributing one unit of entropy per cell. Cells whose contents are

perfectly known contribute no entropy to the summation.

We define Mutual Information (MI) I(m, ai) to be the expected information
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(a) (b)

Figure 3.2: Left: A local map is extracted from the global map and is used to represent
the state space. The gray point in the free space indicates the location of the robot
itself. Right: An illustration of the same robot’s action space.

gain with respect to the action at:

I(m, ai) = H(m)−H(m|at), (3.2)

where H(m) is the entropy of the current map, and H(m|at) is the expected entropy

after collecting a sensor observation upon executing the action at.

3.3 Deep Reinforcement Learning

3.3.1 State Space and Action Space

We initially adopted the robot’s entire global map as the state space Sglobal, however

it was challenging to achieve efficient convergence for such a large state space, and

map size may vary widely from one application to the next. Thus, we instead choose

a local region of the map, centered at the robot’s current location, as our state space

S as shown in Figure 3.2(a). We define the action space A as a set of quasi-random

samples drawn within a constant radius of the robot, shown in Figure 3.2(b) (here

we use the Sobol sequence).
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Figure 3.3: An illustration of our convolutional neural network, in which the blue
cubes represent each data structure. The original input data is a single-frame
grayscale image. The output of the network is a one-dimensional vector, where each
entry is the reward associated with one specific action.

3.3.2 Reward Design

Mnih et al. [24] has suggested normalizing the reward so that r ∈ [−1, 1]. We choose

70 percent of the maximum possible mutual information from Eq. 3.2 as the upper

bound for the reward (which is rarely exceeded in practice). We also normalize the

MI acquired by an action at using 70 percent of the maximum possible MI, if the

MI obtained is greater than zero. When an action leads to collision with an obstacle

or zero information gain, we assign r = −1 and r = −0.8 repectively. The reason

for assigning negative reward to actions with zero information gain is to discourage

driving to previously observed areas of the map.
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3.3.3 Value Function

The function V π is the state-value function for policy π:

V π(s) = Eπ{Rt|st = s}. (3.3)

In (3.3), Eπ indicates the expected discounted future reward R provided by the policy

π in terms of the current state at time-step t. Furthermore, the function Qπ is the

state-action value function for policy π:

Qπ(s, a) = Eπ{Rt|st = s, at = a}. (3.4)

In (3.4), at time-step t, not only the state but also the action are utilized to gener-

ate the expected discounted future reward R provided by the policy π. Both value

functions V π and Qπ are used to evaluate the current state and action. Using these

value functions, the agent can identify whether the current state and action yield a

high reward. Specifically, the larger number shows the better circumstance.

3.3.4 Reinforcement Learning Framework

The typical setting for reinforcement learning (RL) [52] is a partially observable

Markov decision process (POMDP). The agent chooses an action guided by policy π

based on current state S, and expects to maximize its discounted future reward R,

which is represented as follows:

Rt = rt + γrt+1 + γ2rt+2 + · · · =
∞∑
k=0

γkrt+k+1, (3.5)
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where γ ∈ [0, 1] denotes the discount rate. By setting a higher value for γ, it will

encourage the model to pay more attention to future rewards. In contrast, the model’s

training will be more focused on the current action if γ decreases.

We use a Deep Reinforcement Learning (DRL) model and define the transition

tuple as < s, a, r, s′ >, where s denotes a robot’s current state, a denotes its action,

r denotes the reward and s′ denotes the next state, achieved by the transition. The

Bellman optimality equation for Qπ(s, a) is:

Q∗(s, a) = E{rt + γmax
a′∈A

Q∗(st+1, a
′)|st = s, at = a}

= Pass′ [Ra
ss′ + γmax

a′∈A
Q∗(s′, a′)]

= r + γmax
a′∈A

Q∗(s′, a′),

(3.6)

where Pss′ are the transition probabilities and Ra
ss′ is the expected reward for the

current transition. In our model, the transition probabiliy from st to st+1 is 1, and

thus s′ = st+1 and Pass′ = 1. The policy is defined as follows:

π(s) = arg max
a∈A

Q(s, a), (3.7)

and the loss function is defined as follows:

L =
1

2
[r + γmax

a′∈A
Q∗(s′, a′)−Q∗(s, a)]2. (3.8)

The loss of the action-value function is the squared difference of the policy-

provided value and the Bellman optimality equation-provided value. We want to

minimize the loss through training, so that the policy π can select a near-optimal

action even if it misses the optimal one. We use the Adam first-order gradient-based
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algorithm [53] when optimizing the parameters of the DRL model.

3.3.5 Neural Networks

We integrated two different neural networks in our framework, including the convo-

lutional neural network (CNN) used for Q-learning in [24], as shown in Fig. 3.3, and

a Long Short Term Memory network (LSTM) [54], which is a state-of-the-art struc-

ture for RNNs. The output is influenced by the temporal sequential inputs to the

RNN model, offering the prospects of decision making that considers the temporal

context of an input state. Furthermore, we have added a dropout layer to both neural

networks to avoid overfitting.

3.3.6 Training Strategies: Bayesian

The work of [55] has proven that the output of the dropout [56] neural network layer

can represent the uncertainty of the actions. With probability p, the output of the

dropout layer is the input element scaled up by 1/p. For the networks with a dropout

layer, we first define p = 0.1 to choose the most uncertain action, and as the training

phase runs, p is increased gradually until p = 1, which means the robot always take

an action using the policy.

3.4 Experiments and Results

3.4.1 Experimental Setup

We first trained a policy over a 2D maze-like environment, using 5663 maps during the

training phase. The simulated robot in our experiment is provided a 360-degree field

of view noise-free range sensor. Its occupancy grid map is handled deterministically,

where p = 1 for occupied cells, p = 0 for free cells and p = 0.5 for unknown cells.



17

0 1 2 3 4 5 6 7 8

Training epochs 10 5

-0.6

-0.5

-0.4

-0.3

-0.2

-0.1

0

0.1

0.2

A
v
e
ra

g
e
 r

e
w

a
rd

Performance of different neural network

CNN dropout 0.2

CNN without dropout

RNN dropout 0.2

Figure 3.4: Convergence rate of neural networks during training. Both the CNN and
RNN benefit from having a dropout layer, which improved not only the convergence
rate but also the average reward.

Every map is 640m × 480m, while the sensor range and each robot step are 80m

and 40m, respectively. We use a 240m× 240m local submap captured at the robot’s

current location as the input state to the neural network. We translate the local map

to a grayscale image, where 255 indicates free space, 1 indicates occupied space, and

127 is unexplored space. Further, we denote the robot in the map as a circle with a

6m radius, and it is assigned a grayscale value of 76.

The robot checks for collisions before taking any action, and will include in-

stances of collision in its training. However, the robot will only proceed with exploring

after a collision-free action is selected. If the robot navigates into a dead end, this

will trigger a “frontier rescue (FR)” strategy, which drives the robot to the nearest

frontier [30] in its occupancy map, so that we may continue training with the current

map. We explored different neural networks for training, as described in Section 3.3.5.

The simulation environment is written in Python, with a C++ library for the

inverse sensor model, and our neural network model is trained using TensorFlow

[57]. However, the inverse sensor model cannot be processed in parallel because



18

50 actions 200 actions 1000 actions 2000 actions
20k

40k

60k

80k

100k

120k

140k

160k

180k

200k

Information gain of controllers

MI RNN

in
fo

rm
at

io
n 

ga
in

(a)

50 actions 200 actions 1000 actions 2000 actions
0.001

2

5
0.01

2

5
0.1

2

5
1
2

5
10

Computation time of each step

MI RNN

co
m

pu
ta

tio
n 

tim
e 

(s
ec

on
ds

)

(b)

Figure 3.5: (a): A comparison of information gain achieved by the MI-maximizing
controller and the RNN approaches, over action spaces of different sizes. (b): The
average computation time for each decision making step, over action spaces of dif-
ferent sizes. Note that both plots show not only the mean and standard deviation
(wide bars), but also the minimum and maximum value of information gain and
computation time (narrow bars) among all trials.

the workload of each ray casting operation is too low compared with the associated

overhead. The training and testing maps are generated randomly by [58].

3.4.2 Testing in a 2D environment

We compared the learned RNN controller and an exhaustive MI-optimizing controller

on a testing-phase dataset comprised of 5218 maps. The MI controller, along the lines

of [33], explicitly evaluates the expected information gain of every possible sensing

action, by projecting the sensor’s rays throughout the map at each candidate configu-

ration, and choosing the sensing action that offers maximum expected MI. A frontier

based rescue mechanism will take place when there is zero information gain resulting

from any action. For both methods, the exploration of a map will be terminated

only after the entropy of a map has been reduced to zero. The testing of the mutual

information controller was performed using an Intel i7 3.5Ghz CPU, while the learned

RNN controller was run on an Nvidia GeForce GTX 1080 GPU.

The FR heuristic is introduced to lead the robot to the nearest frontier from
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(a) (b) (c)

(d) (e) (f)

Figure 3.6: Representative trajectories produced by the RNN controller (top) and
the exhaustive MI controller approach (bottom), over three example maps from our
testing phase dataset. The robot starts from the cyan-colored point and ends at the
magenta-colored point in each trial (at which point the map has been fully explored).
When the robot is stuck in a local mapped region, the frontier rescue method will
lead the robot to go to the nearest frontier point by using the A* path planning
algorithm, which is indicated by the red lines above. The blue lines are the trajectories
provided by the RNN controller and the MI controller. Subfigures (a) and (d) show an
RNN controller instance that outperforms the MI controller, (b) and (e) show similar
outcomes among the two methods, and (c) and (f) illustrate a lower-performing RNN
controller instance relative to the MI controller.

obstacle-induced or information-poor dead-ends, where the A* algorithm finds an

efficient path to the nearest frontier from the robot’s current location. We believe

employing an efficient planning algorithm such as A* is a reasonable approach for

navigating from known areas of the map back to the frontiers, as the focus of this study

is learning to select informative sensing actions in partially unknown environments,

rather than navigating known maps.

We select two metrics to show the relative performance of both methods. The
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total information gain from controller-driven sensing actions is a key element to eval-

uating the performance of the methods, while the information gain acquired by FR

heuristic has been excluded. We assume the robot executes each sensing action at

the same, constant velocity, as it is straightforward that the computation time of

each decision making step is also a critical index to compare the efficiency of the two

controllers.

Fig. 3.4 demonstrates the outcomes of the training phase for the case of 50

actions, giving a comparison among all of the neural networks examined. In two

cases, we set a dropout layer with a rate of 0.2 in the penultimate layer of the neural

network. The dropout strategy improves the final converged average reward for both

the RNN and CNN. The CNN without a dropout layer offers the worst reward result

in the end. Meanwhile, the CNN with a 20 percent dropout layer achieves a higher

average reward. Although the RNN has a slower rate of convergence than the other

networks examined, because it needs to learn sequential map information, it provides

the best average reward in the end.

Fig. 3.5 gives results showing the performance of the exploration methods

over different-sized action spaces in the testing phase. We use box plots to describe

the distribution of the testing set of data. Each box plot represent 5218 data which

correspond to the number of testing maps. The x-axis of each plot indicates the size

of the action space examined. MI indicates a traditional exhaustive MI-maximizing

controller. The RNN approach indicates the learned RNN controller from the train-

ing phase. In Fig. 3.5(a), the y-axis indicates the total amount of information gain

obtained only by the controllers in each map. The RNN controller offers nearly the

same performance as the traditional MI approach across the different action spaces.

In Fig. 3.5(b), the log-scale y-axis indicates the computation time required for deci-

sion making at each step. The computation time of the exhaustive MI-maximizing
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approach grows sharply as the action space grows. Meanwhile, the computation time

of the RNN method remains constant as the action space grows.

Fig. 3.6 shows a comparison of representative trajectories generated by the

MI-maximizing controller and our RNN controller over the same three maps. Figs.

3.6 (a), (b) and (c) are produced by the learned RNN controller, and (d), (e) and (f)

are generated by the MI-maximizing controller. Trajectory (a) offers a non-cyclical

trajectory which explores more efficiently than the outcome of (d). Trajectories (b)

and (e) show a similar result produced by the two respective methods. Trajectory

(c) has a worse exploration outcome because FR is implemented several more times

than in (f). However, in spite of the occasional need for frontier-guided paths, the

trajectory portions produced by the learned RNN controller are straightforward and

efficient.

Finally, a supplementary video offers three examples of how our RNN controller

performs in the testing phase, after different quantities of training epochs1. As the

learned policies converge over the course of two million epochs, each of the three

examples manages to explore its map in entirety with an exclusive reliance on the

RNN controller, without the need for the frontier rescue heuristic.

3.4.3 3D exploration

Furthermore, we validate the proposed approach in a 3D synthetic environment. Due

to the complexities of training over a much denser input, in this experiment we train

and test on the same map, but from different start locations. The testing of the

MI controller was performed using an Intel i7 4.2Ghz CPU, while the learned RNN

controller was run on an Nvidia Geforce Titan X Pascal GPU. We equipped the

robot with a simulated Velodyne VLP-16 3D LiDAR Sensor which provides a 360-

1https://youtu.be/2gNF6efv12s

https://youtu.be/2gNF6efv12s
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Figure 3.7: A 3D synthetic environment (top view) used for both training and testing.

degree horizontal field of view and a 30-degree vertical field of view. Fig. 3.7 shows

the environment used for 3D exploration. The robot was initialized from random

locations in the map during training, and a selected set of locations when testing

(close to the corners of the map). Fig.3.8 shows an example sensing action selected

by the RNN controller. We use a similar RNN framework (which takes a more dense

input) and trained it from scratch. We use a 30m × 30m × 0.8m local occupancy

grid map with 0.2m resolution as the input state. We assigned a value 10 to indicate

occupied cells, 255 for free cells and 127 for unknown cells. The action space is a set

of 200 quasi-random points within a 5m radius in the horizontal plane. We apply the

same strategy when developing the reward function.

In Fig. 3.9, the information gain received only by the MI baseline approach

and the RNN approach, without the involvement of the FR heuristic, is shown for our

3D scenario. The robot will stop exploration if it maps 2500 m3 of the free volume of

the map (the total volume of the free space is 3200 m3). The y-axis of the plot shows

the average free volume mapped from four different starting points at the corners of
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Figure 3.8: The RNN controller uses a local 3D occupancy grid submap as the input
data and estimates the best sensing action for the robot.
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Figure 3.9: Comparison of information gain between the RNN and MI controllers
in a 3D synthetic environment (average of 6 trials). Note there is no frontier rescue
here, and the robot will explore until the mapped free volume reaches the designated
threshold, 2500 m3.

the map. The result shows that the RNN policy leads to a 100 percent increase in

efficiency in reaching the free-volume goal, compared with the MI method.

In addition to showing three examples of how our RNN controller performs

in the testing phase over 2D maps, the video attachment also shows the full 3D

exploration process for both the MI and RNN controllers. The robot stops when it

has mapped a designated fraction of the available free volume of the map (90 percent

of the total free volume). As depicted in Fig. 8, the timing of 3D exploration shown in

the video also includes the computation time associated with robot decision making
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under each of the competing autonomous exploration frameworks.

3.5 Conclusions

We have proposed a novel approach to estimate the best mobile robot sensing action

in the course of exploring an unknown environment, trained via deep reinforcement

learning. In our framework, the DRL policy generates robot sensing actions that are

nearly as informative and efficient as those of a standard mutual information maxi-

mizing controller, at a substantial reduction in computational effort during the online

testing phase. The time complexity in the testing phase is O(1), which means that

our proposed method is scalable to higher-dimensional state-action spaces, as long

as the policy has been trained in a space of the same dimension. For the mutual in-

formation optimizing controller, with increasing dimension of the configuration space

and action space, the procedure’s computational complexity is no longer be real-time

viable. Looking ahead to future work, we also note that it is difficult to identify useful

and descriptive frontiers in a 3D map.
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Chapter 4

Learning-based Exploration under Uncertainty

In this chapter, we will consider a learning-based approach to mobile robot exploration

of unknown environments that captures localization uncertainty. The robot learns

how to explore an unknown environment with the highest exploration efficiency as

well as the lowest map error. The proposed graph-based input data can capture

the topological structure and the key information of the current environment. The

learned policy can be used in a dynamic state-action space environment.

4.1 Related Work

Standard exploration algorithms use forward simulation to evaluate the mapping

outcomes and uncertainty of next-view candidates, and so their computational cost

increases substantially with an increasing number of next-view candidates. Learning-

based exploration methods offer the prospect of improved scalability for selecting the

next best view, with and without localization uncertainty. Learning-aided information-

theoretic approaches [38], [39] are proposed to reduce the cost of predicting MI. Deep

neural networks in [40], [1] and [41] can be trained to predict the optimal next-view

candidate through supervised learning and reinforcement learning, by taking occu-

pancy grid maps as input data. However, the state space of such maps is very large,

and a learned policy may fail when tested in a completely new environment.

Graphs can offer generalized topological representations of robot navigation,

permitting a much smaller state space than metric maps. GNNs incorporate graphs

into neural network models, permitting a variety of queries to be posed over them

[19]. Sanchez-Gonzalez et al. [59] proposed to use graph models of dynamical sys-
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Figure 4.1: Formulating and extracting the exploration graph. Left: the
grayscale color represents the probability of occupancy of a given map cell (assumed
to be 0.5 for unobserved cells). The ellipse in each cell represents the estimation
error covariance of each virtual landmark, with true landmarks shown in purple. Past
robot poses, the current pose, and candidate frontiers are indicated by gray circles, an
orange diamond, and blue circles respectively. Landmark nodes and the current pose
node are connected with their nearest frontiers. Right: An input exploration graph
is extracted from the current exploration state. Each edge in this graph is weighted
with the Euclidean distance between the two vertices connected.

tems to solve control problems with Graph Nets [60]. Exploration under localization

uncertainty is achieved in our prior work [2] through supervised learning over graphs,

which gives an unstable result because the number of nodes in each graph differs, and

the hyperparameters of the loss function are hard to tune. A novel graph localization

network is proposed in [61] to guide a robot through visual navigation tasks. Wang

et al. [62] introduces GNNs as policy networks and value networks, through their

integration into DRL, to solve control problems.
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4.2 Problem Formulation and Approach

4.2.1 Simultaneous Localization and Mapping Framework

We adopt a graph-based approach in the SLAM framework supporting our robot’s

exploration. We then solve the SLAM problem as a least-squares smoothing problem.

The robot motion model and measurement models are defined as:

xi = hi(xi−1,ui) + wi, wi ∼ N (0, Qi), (4.1)

zk = gk(xik , ljk) + vk, vk ∼ N (0, Rk), (4.2)

where X = {xi}ti=1 are poses along the trajectory, L = {lj}mj=1 are m ∈ N landmarks,

and U = {ui}ti=1 is a given sequence of low-level actions. Then we solve the SLAM

problem as a least-squares problem:

X ∗,L∗ = arg min
X ,L

∑
i

∥∥xi − hi(xi−1,ui)
∥∥2
Qi

+
∑
k

∥∥zk − gk(xik , ljk)
∥∥2
Rk
.

(4.3)

X ∗ and L∗ are obtained using the GTSAM [63] implementation of iSAM2 [64] to per-

form nonlinear least-squares smoothing over a factor graph. The Gaussian marginal

distributions and Gaussian joint marginal distributions are produced from this graph-

based inference procedure.

We next introduce the virtual map of the EM algorithm for exploration under

localization uncertainty [11], which is a uniformly discretized grid map comprised of

virtual landmarks, l̃k ∈ L̃, to represent the uncertainty and occupancy probability of

every map cell. Each cell of the virtual map contains a virtual landmark with a large

initial covariance (illustrated in Figures 4.1(a) and 4.2(a)). We use A-optimality [65]
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for our uncertainty criterion:

φA(Σ) = tr(Σ), (4.4)

where Σ is the error covariance matrix for all virtual landmarks in the map. Accord-

ingly, the uncertainty of the current state is quantified by the trace of the covariance

of all virtual landmarks. The definition of the utility function is as follows:

U(L̃) =
∑
l̃k∈L̃

φA(Σl̃k
). (4.5)

4.2.2 Exploration Graph

The definition of the exploration graph is G = (V , E), where V = X ∪ L ∪ F , and

where X ,L, and F are sets of previous poses, landmarks, and candidate frontier

nodes respectively. The edges E connecting pose to pose xi — xi+1, pose to landmark

xik — ljk , landmark to frontier ljk— fnk
, and the current pose to its nearest frontier

xt— fnt are weighted with the Euclidean distances between those nodes. Each node

ni ∈ V has a feature vector:

si = [si1 , si2 , si3 , si4 , si5 ],

si1 = φA(Σi), (4.6)

si2 =

√
(xi − xt)2 + (yi − yt)2, (4.7)

si3 = arctan2(yi − yt, xi − xt), (4.8)

si4 = p(mi = 1), (4.9)

si5 =


0 ni = xt

1 ni ∈ {fn}

−1 otherwise

. (4.10)
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The contents of the feature vector are as follows. In Eq. (4.6), the A-Optimality

criterion, derived from our virtual map L̃, is used to quantify a node’s uncertainty.

Eqs. (4.7) and (4.8) provide relative pose information; the Euclidean distance and the

relative orientation between the current robot pose and each node in the exploration

graph. Occupancy information is extracted from an occupancy grid map, where mi

is the occupancy of the map cell associated with node ni in Eq. (4.9). Eq. (4.10)

provides an indicator variable, denoting the current pose to be 0, all frontiers to be

1, and all other nodes -1.

We note that frontier nodes are sampled from the boundary cells between free

and unexplored space in the occupancy map. The landmarks and the current robot

pose are the only nodes connected to frontiers, and each connects only to its nearest

frontier node. It is possible for multiple landmark nodes to be connected to the same

frontier node, but not for a landmark or pose node to connect to multiple frontier

nodes; only the nearest frontiers are connected into the graph. The composition of

an exploration graph is shown in Fig. 4.1.

4.3 Supervised Learning

Instead of explicitly computing the sensing action that maximizes the reward through

an expensive evaluation of all the candidate frontiers, we employ a GCN to predict

the optimal frontier with respect to the utility gain. However, we use the EM algo-

rithm to generate training data. For each decision-making step, actions A = {an}

are generated for each frontier node with straight-line path planning, and the EM

algorithm provides an action reward R = {rn} for all frontiers via forward simula-

tion. The reward R is normalized so that rn ∈ [0, 1]. We require that the reward

of an optimal frontier has to be larger than 0.95. If multiple frontiers are optimal
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at the same time, we will select one at random. The rewards associated with pose

and landmark nodes are always 0 because we only select the robot’s next action from

among frontier nodes. Therefore, the training label ynodes is defined as follows:

yi =


1 ri > 0.95

0 otherwise

(4.11)

A multi-layer GCN is adopted to explore the environment. The layer-wise

propagation rule of the GCN [20] is as follows:

H(l+1) = σ(D̂−
1
2 ÂD̂−

1
2H(l)W (l)), (4.12)

with Â = A+I, where A is the adjacency matrix of the exploration graph G and D̂ is

the degree matrix of Â. H(l) represents the lth hidden layer of the GCN model with

the activation function σ(·). W (l) is the weight matrix of the lth layer.

For the GCN model, the definition of each hidden layer is as follows:

H(1) = σ1(D̂
− 1

2 ÂD̂−
1
2SW (1)), (4.13)

H(2) = Dropout(H(1)), (4.14)

H(3) = σ3(D̂
− 1

2 ÂD̂−
1
2H(2)W (3)). (4.15)

In Eq. (4.13), the size of weight matrix W (1) is 5×1000 because we want to upsample

the number of features from 5 to 1000. The activation function σ1 is a Rectified Linear

Unit (ReLU). We add a dropout layer with 0.5 dropout rate as shown in Eq. (4.14).

In the output layer, the size of the weight matrix W (3) in Eq. (4.15) is 1000× 1 and

the activation fuction σ3 is a sigmoid function.
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The cross-entropy loss function is defined as follows:

L = −(w1y logŷ + w0(1− y) log(1− ŷ)), (4.16)

where w1 and w0 are the weights for class 1 and class 0. These weights are used

to balance the cost for imbalanced data. We empirically define w1 = 21 and w0 =

1. We use the Adam first-order gradient-based algorithm [53] when optimizing the

parameters of the GCN model.

4.4 Deep Reinforcement Learning

Reinforcement learning describes a sequential decision making problem, whereby an

agent learns to act optimally from rewards collected after taking actions. In our

setting, we consider changes to the exploration graph that result from our selection of

frontier nodes, which represent waypoints lying on the boundaries between mapped

and unmapped areas. At each step k ∈ N the environment state is captured by the

exploration graph Gk ∈ G 1. The robot chooses a frontier node to visit based on the

graph topology: fk ∈ FGk . This causes a transition to Gk+1 ∈ G and a scalar reward

R ∈ R to be emitted. The interaction is modeled as a Markov Decision Process

〈G,F,Pr, γ〉 [66], associated with the transition kernel Pr : G × F → P(G × R) that

defines a joint distribution over the reward and next exploration graph, given the

current graph and frontier node pair. Here, γ ∈ [0, 1) is a discount factor used to

control the relative importance of future rewards in the agent’s learning objective.

In this chapter we consider value-based methods and policy-based methods for

model-free control. Value methods strive to maximize the expected sum of future

1The exploration graph G encodes the full history of robot poses.



32

Algorithm 4.1: Reward Function

1 input: Exploration graph G, Frontier node f
2 # Normalize the raw reward Alg. 4.2
3 RG = {rf ′ = raw reward(G, f ′) ∀ f ′ ∈ AG}
4 l = minRG, u = maxRG
5 rf ← (rf − l)/(u− l)
6 # Compute projection based on nearest frontier
7 ft = nearest frontier(xt)
8 if u = raw reward(ft) then
9 return rf − 1 # r(G, f) ∈ [−1, 0]

10 return 2rf − 1 # r(G, f) ∈ [−1, 1]

Algorithm 4.2: Raw reward

1 input: Exploration graph G, Frontier node f
2 U ←path planner(G, f)
3 # Compute raw reward with (4.5), Alg 4.3 and cost-to-go

4 return U(L̃)− compute utilityL̃(U)− αC(U)

rewards, or the value:

Qθ(G, f) = E

 ∞∑
k=0

γkR(Gk, fk)
∣∣∣∣ G0 = G, f0 = f

 . (4.17)

For large-scale problems, the value function is represented with a parameterized func-

tion, such as a convolutional neural network or, in our study, a graph neural network.

To train Qθ, we gather transition samples of the form (G, f , r,G ′) using an ac-

tion sampling strategy that chooses the most uncertain action, which has the largest

value at the output. According to [55], the uncertainty of the actions can be repre-

sented by the output of the dropout layer. During training, we first dropout 90% of

our data before the MLP output model, and as the training phase runs, we gradually

decrease the dropout rate until it reaches 0%, which means the policy provides greedy

action selection.
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Algorithm 4.3: Compute Utility

1 global: Virtual landmarks L̃
2 input: Sequence of low-level actions U
3 # Execute low-level actions with [11] L̃ ←update virtual map(U)
4 # Compute uncertainty estimate with (4.5)

5 return U(L̃)

The parameters θ are adjusted using stochastic gradient descent to minimize

the loss function L : B → R over sampled minibatches B ∼ D = {(G, f , r,G ′)k}k∈N. In

this chapter we consider the DQN [24] loss function:

LDQN(D) = EB∼D[(r + γ max
f ′∈FG′

Q(G ′, f ′)−Q(G, f))2], (4.18)

which encodes the expected squared TD-error of one-step predictions over B.

We also consider the policy-based method A2C [67], that directly trains a

parameterized policy πθ : G → P(F) from data gathered following that policy. We

use two separate GNN models to serve as the policy network and the value network,

and train it with the loss function:

LA2C(D) = EB∼D[L
(1)
A2C + ηL

(2)
A2C], (4.19)

L
(1)
A2C = [A(G, f)− V (G)) log π(f |G) + β(A(G, f)]2,

L
(2)
A2C =

∑
f∈FG

π(f |G) log π(f |G).

Here, L
(1)
A2C and L

(2)
A2C denote the loss terms for a single transition sample. The

function A(G, f) = Q(G, f) − V (G) is called the advantage; it computes the differ-

ence between the state-action value function Q and the state value function V (G) =

maxf∈FG Q(G, f). We use β ∈ R as a coefficient for the value loss, and we use η ∈ R+

as a coefficient for the entropy of the output, to encourage exploration within the RL
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Algorithm 4.4: Exploration Training with RL

1 initialize: G, θ, step
2 D ← ∅
3 while step ¡ max training steps do
4 if RL=”DQN” then
5 # Gather experience visiting frontier nodes
6 f ← action sampling(G)
7 G ′, r ← visit frontier(G, f)
8 step← step+ 1
9 D ← D ∪ {G, f , r,G ′}

10 G ← G ′
11 # Train policy with DQN algorithm
12 πθ ← dqn(D)

13 else if RL=”A2C” then
14 # Gather experience visiting frontier nodes
15 f ← πθ(G)
16 G ′, r ← visit frontier(G, f)
17 step← step+ 1
18 D ← D ∪ {G, f , r,G ′}
19 G ← G ′
20 # Train policy with A2C algorithm
21 if step mod policy update steps = 0 then
22 πθ ← a2c(D)
23 D ← ∅
24 return: πθ

solution space.

4.4.1 Reward Function

In Algorithm 4.1, we use linear normalization functions to map the range of the

raw reward. If the optimal frontier is the one associated with the current pose, the

maximum of the reward is 0, otherwise, it is 1 in all other cases. Algorithm 4.2 is

designed based on the utility function of the EM exploration algorithm, Eq. (4.5),

with an additional term penalizing the travel distance associated with an exploratory

action. The raw reward is the difference in utility between the current state and
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the subsequent state by taking the actions U . The cost-to-go C(U) with factor α

encourages short travel distances in the raw reward function. The goal is to minimize

this weighted combination of map uncertainty and travel distance with every given

visit to a frontier node.

4.4.2 Exploration Training with RL

As shown in Algorithm 4.4, using an action sampling strategy, the robot chooses a

next-view frontier based on an exploration graph. A reward and a new exploration

graph are assigned after reaching the frontier most recently selected. The policy is

trained using recorded experience data.

4.5 Experiments and Results

(a) An illustration of the simulation environ-

ment
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(b) Average reward during the training process

Figure 4.2: The training performance of different methods on randomly generated
simulation environments.
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4.5.1 Experimental Setup

Our exploration policy is trained in a 2D simulation environment. The simulated

robot has a horizontal field of view of 360° (±0.5°). The measurement range of the

simulated robot is 5m (±0.02m). While exploring, the robot can rotate from −180°

to 180° (±0.2°), and travel from 0m to 2m (±0.1m) at each timestep. All simulated

noise is Gaussian, and we give its standard deviation in the intervals above. Given the

goal frontier location, the robot will first turn to the goal and then drive directly to

the goal following a straight-line path. We use an occupancy grid map to describe the

environment. Each occupancy map is 40m× 40m with randomly sampled landmarks

and random initial robot locations. The feature density of landmarks is 0.005 per

m2 in our experiment. To simplify the problem, landmarks are assumed passable, so

obstacle avoidance is not needed.

The virtual map is made up of 2m × 2m square map cells, with a 1m2 initial

error covariance in each dimension for the virtual landmarks. We note that virtual

landmarks are only used to evaluate the reward of Alg. 4.2, which trades map ac-

curacy against travel expense. Meanwhile, the virtual landmarks are excluded from

both SLAM factor graphs and the exploration graph. The exploration task will be

terminated once 85% of a map has been observed.

The simulation environment is written in Python and C++, and our graph

neural network models are trained using PyTorch Geometric [68]. Our code is freely

available on Github2 for use by others.

2https://github.com/RobustFieldAutonomyLab/DRL_graph_exploration

https://github.com/RobustFieldAutonomyLab/DRL_graph_exploration
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4.5.2 Policy Training

The training environments are generated with uniformly randomly sampled land-

marks and initial robot locations. A training environment example is shown in Fig.

4.2(a); the uncertainty of virtual landmarks is represented by the error ellipses in each

cell of the map. The blue circle represents the current field of view and the center

point is the current robot location. The green error ellipses represent the uncertainty

of past robot poses. The magenta points are frontier candidates, which comprise the

current action space, and the red point is the selected next-view frontier. Landmarks

are indicated by plus signs, which we plot in yellow once observed by the robot.

Cells containing true landmarks are denoted as occupied in our map to mark their

locations (ensuring a unique and non-trivial occupancy map is obtained from every

exploration trial), but the landmarks are infinetesimal in size, and assumed not to

present occlusions or collision hazards.

The exploration policy is trained by DQN and A2C with three different GNN

models each. The performance of each approach is shown in Figure 4.2(b). For

further use and study in exploration experiments, we select the policies that achieve

the highest average reward for each reinforcement learning framework, which are

DQN+GCN and A2C+GG-NN.
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4.5.3 Computation Time
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Figure 4.3: Computation time for exploration decision-making on different map sizes,
which are square in the dimension indicated. Timing was evaluated on a computer
equipped with an Intel i9 8-core 3.6Ghz CPU and an Nvidia GeForce Titan RTX
GPU. The average computation time is 0.04427s for the RL policy.

The decision-making process is the most time-consuming component of exploration.

The EM exploration algorithm uses forward simulation of a robot’s SLAM process

(including the propagation of uncertainty across virtual landmarks) to select the best

next-view position from the available candidates. Hence the time complexity of the

EM algorithm is O(Naction(C1 + C2)), where Naction is the number of the candidate

actions, C1 is the cost of each iSAM2 predictive estimate over a candidate trajectory

(a function of the number of mapped true landmarks and prior poses) and C2 is the

cost of the covariance update for virtual landmarks (a function of the number of

prior poses and the number of virtual landmarks). We compare computation time

between the EM algorithm and the RL policy on four different sizes of maps, namely

40m × 40m, 60m × 60m, 80m × 80m and 100m × 100m. Each size has the same

feature density, which is 0.005 landmarks per m2. As shown in Fig. 4.3, the average

computation time of the EM algorithm grows dramatically with increasing size of the

map, which leads to larger action, state and belief spaces. The EM algorithm will

ultimately prove unsuitable for real-time exploration in large, complex environments.
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On the other hand, the RL policies use graph neural networks to predict the best

action so that the computation time of the RL policy remains low, which meets the

requirements for real-time application in high-dimensional state and action spaces.

4.5.4 Exploration Comparison

0 50 100 150 200 250 300
Step

0.4

0.5

0.6

0.7

0.8

La
nd

m
ar

ks
 e

rro
r

(a) Average uncertainty of

landmarks

0 50 100 150 200 250 300
Step

0.0

0.5

1.0

1.5

2.0

2.5
M

ax
 lo

ca
liz

at
io

n 
un

ce
rta

in
ty

(b) Max uncertainty of the

trajectory

0 50 100 150 200 250 300
Step

60

80

100

120

M
ap

 e
nt

ro
py

Category
Nearest Frontier
Random
EM
Supervised+GCN
DQN+GCN
A2C+GG-NN
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Figure 4.4: The result of 50 exploration trials of each method, with the same randomly
initialized landmarks and robot start locations, on 40m× 40m maps (the first three
metrics shown are plotted per time-step of the simulation).
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Figure 4.5: The results of 50 exploration trials on large-size maps (each of which is
larger than the 40m×40m maps used for training); (a), (b), (c) represent 60m×60m
maps, (d), (e), (f) represent 80m×80m maps, and (g), (h), (i) represent 100m×100m
maps.

We compared the learned policies with (1) a nearest frontier approach, (2) the se-

lection of a random frontier, (3) the EM approach, and (4) the GCN model trained

by supervised learning in [2] over 50 exploration trials. For each trial, every ap-
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proach uses the same random seed to generate the same environment. Results of this

comparison are shown in Figure 4.4, where we evaluate three metrics: the average

landmark uncertainty (of real landmarks only), the maximum localization uncertainty

along the robot’s trajectory, and occupancy map entropy reduction. The EM algo-

rithm offers the best performance, but is not real-time viable in high-dimensional

state-action spaces. Both the Nearest Frontier method and the Random method are

real-time viable methods. However, the Nearest Frontier method has the highest

landmark and localization uncertainty, and the Random method has the lowest ex-

ploration efficiency. The learning-based methods can address real-time applications

and offer low landmark and localization uncertainty. The Supervised+GCN method

and DQN+GCN method have similar map entropy reduction rates, but DQN+GCN

offers lower landmark and localization uncertainty because it travels longer distances

from one iteration to the next by selecting high-value actions. In Fig. 4.4(c), both

supervised+GCN and DQN+GCN have slower entropy reduction rates than EM and

the A2C+GG-NN policy. When supervised+GCN does not perform with high accu-

racy, it will tend toward random action selection, because it is trained using binary

labels.

Unlike supervised learning, the RL policies are seeking the largest value for

each step. Thus, when DQN+GCN does not have high accuracy, it will choose

the highest-value action based on predicted values. Although the DQN+GCN pol-

icy has relatively low accuracy in predicting the highest-value action, it still selects

high-value actions instead of random ones, which leads to more accurate mapping.

The A2C+GG-NN policy has the highest exploration efficiency among learning ap-

proaches, and offers lower landmark uncertainty than the Supervised+GCN method,

but not lower than the DQN+GCN method. Representative exploration trials for all

of the algorithms compared in Figure 4.4 are provided in our video attachment.
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4.5.5 Scalability

During testing, it is possible to encounter large-scale environments that induce a

lengthier pose history, more landmarks, and more frontiers, generating larger explo-

ration graphs over longer-duration operations than a robot may have been exposed

to during training. We demonstrate here that our RL policies can be trained in small

environments, and scale to large environments to perform exploration tasks. In this

experiment, our RL policies are trained on 40m×40m maps with 0.005 landmarks per

m2 feature density. The size of the testing environments are 60m× 60m, 80m× 80m

and 100m× 100m with the same feature density.

The exploration results are shown in Fig. 4.5. The A2C+GG-NN method has

nearly the same exploration efficiency as the EM algorithm and the Nearest Fron-

tier approach, which all explore faster than the Supervised+GCN and DQN+GCN

methods as shown in Figs. 4.5(c), 4.5(f), and 4.5(i). The landmark uncertainty (Figs.

4.5(a), 4.5(d), 4.5(g)) and localization uncertainty (Fig. 4.5(b), 4.5(e), 4.5(h)) of our

learning-based methods gradually degrade in performance with increasing map size.

The Supervised+GCN method accumulates the largest landmark and localization

uncertainty among learning-based methods for each map size. DQN+GCN achieves

better results over 60m × 60m and 80m × 80m maps than A2C+GG-NN, but the

performance of A2C+GG-NN is better than DQN+GCN over 100m × 100m maps

because of the overfitting of DQN+GCN. Overall, A2C+GG-NN demonstrates the

best scalability performance based on its high exploration efficiency and relatively

low landmark and localization uncertainty across all trials. Representative explo-

ration trials showing the performance of A2C+GG-NN across all of the map sizes

examined are provided in our video attachment.
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4.6 Conclusions

We have presented a novel approach by which a mobile robot can learn, without

human intervention, an effective policy for exploring an unknown environment under

localization uncertainty, via exploration graphs in conjunction with GNNs and rein-

forcement learning. The exploration graph is a generalized topological data structure

that represents the states and the actions relevant to exploration under localization

uncertainty, and we build upon our previous work that used them for supervised

learning with GNNs.

Through our novel integration of this paradigm with reinforcement learning,

a robot’s exploration policy is shaped by the rewards it receives over time, and a

designer does not need to tune hyperparameters manually, as is the case for supervised

learning. Additionally, the policy learned from RL algorithms is non-myopic and

robust across a variety of test environments. Our learned RL policies have exhibited

the best performance among the real-time viable exploration methods examined in

this chapter. Moreover, we have shown that policies learned in small-scale, low-

dimensional state-action spaces can be scalable to testing in larger, higher-dimensional

spaces. The RL policies learned offered high exploration efficiency and relatively low

map and localization uncertainty among the real-time viable exploration methods

examined, across the various examples explored.
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Chapter 5

Zero-Shot Reinforcement Learning for Autonomous Exploration

In this chapter, we aim to produce zero-shot reinforcement learning for more realis-

tic exploring mobile robots gathering 3D lidar observations, using the same SLAM

framework as in [12] to support exploration. Coupling the GNN-based DRL model

with this SLAM framework, the learned policy successfully achieves zero-shot transfer

in both virtual and real environment tests.

5.1 Problem Formulation

5.1.1 Simultaneous Localization and Mapping Framework

An illustration of the SLAM factor graph is shown in Fig. 5.1(a). There are two

types of sequential factors; blue factors indicate the odometry measurements (φO)

between two consecutive poses, and green factors represent sequential scan matching

constraints (φSSM). These are provided by the iterative closest point (ICP) algorithm,

using 3D LiDAR point clouds to estimate the relative transformation between con-

secutive poses. There are also two types of loop closure constraints. Pose matching

(φPM), indicated by magenta in Fig. 5.1(a), provides a loop closure constraint when

the point cloud from the current pose has been successfully matched with the point

cloud from a previous pose. Finally, segment matching (φSM), colored by red in Fig.

5.1(a), achieves a loop closure when two poses observe the same segmented object in

their respective point clouds (using the approach of [69]).

The motion model and the measurement model of our SLAM framework are
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Figure 5.1: An illustration of the SLAM factor graph and the exploration
graph. Top: The SLAM factor graph contains four different types of constraints:
blue factors are provided by odometry measurements; green factors are obtained
from sequential scan matching of two consecutive poses; red factors represent the loop
closures provided by point cloud segment matching; magenta factors are loop closures
generated by pose matching. Bottom: The corresponding exploration graph is shown,
containing all poses from the SLAM factor graph, and waypoints representing map
frontiers. If two poses have a constraint joining them in the SLAM factor graph, an
edge will be assigned to connect these two poses. The current pose xi is connected
to the nearest frontier, and any frontiers whose paths achieve place revisiting are
connected to the prior poses they revisit. All the edges in the exploration graph are
weighted with Euclidean distances.

defined as:

xi = hi(xi−1,ui) + wi, wi ∼ N (0, Qi), (5.1)

zk = gk(xik) + vk, vk ∼ N (0, Rk), (5.2)

where X = {xi}ti=1 are 6-DOF robot poses and U = {ui}ti=1 is a given motion input.

Then we define the factor graph:

φ(x) = φ0(x0)
∏
i

φO
i (xi)

∏
j

φSSM
j (xj) (sequential)

∏
p

φPM
p (xp)

∏
q

φSM
q (xq). (loop closures)
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The SLAM problem then becomes a nonlinear least-squares optimization problem on

a factor graph. We use iSAM2 [64] to solve this problem.

We adopt the virtual map framework from the EM exploration algorithm of

[11]. A virtual map is uniformly discretized at the same or lower resolution than the

robot’s occupancy map, and contains virtual landmarks, l̃k ∈ L̃, populating the map’s

cells. Each virtual landmark has a large initial covariance, which will be driven down

by the robot as it observes the contents of the map cell. In this setting, the goal of

exploration is to minimize the covariance of all virtual landmarks, which leads a robot

to both explore efficiently and to produce an accurate map. The utility function of

the current state is defined as follows:

U(L̃) =
∑
l̃k∈L̃

log det(Σl̃k
), (5.3)

where Σl̃k
is the covariance matrix for virtual landmark l̃k.

5.1.2 Exploration Graph for Real Environments

We define the exploration graph G = (V , E) as shown in Fig. 5.1(b). There are two

types of vertices in V . X ⊂ V contains the robot pose history. Poses connected by

constraints in the SLAM factor graph in Fig. 5.1(a) are also connected with edges

in the exploration graph. Furthermore, the exploration graph includes exploration

waypoints derived from map frontiers, F ⊂ V . These frontier nodes are extracted

from the map’s boundaries between free and unknown areas. The current pose xt is

connected with the nearest frontier to its location. If a frontier can provide place-

revisiting through either pose matching or segment matching, we connect the previous

poses associated with that loop closure to this frontier. All other frontiers, which

are neither the nearest frontier to the current pose, nor achieve place-revisiting, are
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excluded from the exploration graph. All edges in the graph are weighted by their

Euclidean distances.

Each vertex ni ∈ V has a feature vector:

si = [si1 , si2 , si3 , si4 ],

si1 = φA(Σi), (5.4)

si2 =

√
(xi − xt)2 + (yi − yt)2, (5.5)

si3 = arctan2(yi − yt, xi − xt), (5.6)

si4 =


0 ni = xt

1 ni ∈ {fn}

−1 otherwise

. (5.7)

In Eq. (5.4), we adopt the A-Optimality criterion as a metric to evaluate the un-

certainty level of each node. The covariances of frontier vertexes F are extracted

from the virtual map. We capture the geometric information of the current robot

state using Eqs. (5.5) and (5.6), which contain the relative distance and orientation

information between current pose xt and the node ni. The last feature si4 is used to

indicate the identity of each node. The current pose is labeled as 0, all previous poses

are -1, and frontiers are 1.

5.2 Algorithms and System Architecture

5.2.1 Graph Neural Networks

In this chapter, we use two Graph U-Nets (g-U-Nets) [70] to serve as the policy

network and the value network, respectively. Similar to U-Net [71], g-U-Nets have

graph pooling layers to encode the input feature vectors of nodes in the input graph.
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Additionally, the graph unpooling layers are used to decode the graphs in the hidden

layers to provide the output graphs. Besides the pooling and unpooling layers, each

encoder and decoder has a Graph Convolutional Network (GCN) [20] layer to update

the graph features. The depth of our g-U-Nets is 3 and the number of features for

each hidden layer is 1000. A multilayer perceptron (MLP) output layer is adopted to

provide the final output prediction. A dropout layer with a 0.5 dropout rate is placed

between the output of our g-U-Nets and the MLP output layer.

5.2.2 Deep Reinforcement Learning

In our framework, the robot is solving a decision-making problem over exploration

graphs using a learned policy from DRL. The candidate actions are paths from the

current pose to the frontier nodes in the exploration graph. The exploration graph

contains information about all past poses, their respective uncertainty, and how they

relate to map frontiers. At each decision-making instant k, the state of our system

is represented by an exploration graph Gk ∈ G. A reward Rk ∈ R is assigned to the

selected action fk ∈ FGk . The overall decision-making process can be modeled as a

Markov Decision Process 〈G,F,Pr, γ〉 [66].

We consider the A2C [67] policy-based DRL algorithm in this chapter, for

which two separate g-U-Nets serve as the policy network and the value network. The

loss function is defined as follows:

LA2C(D) = EB∼D[L
(1)
A2C + ηL

(2)
A2C], (5.8)

L
(1)
A2C = [A(G, f)− V (G)) log π(f |G) + β(A(G, f)]2,

L
(2)
A2C =

∑
f∈FG

π(f |G) log π(f |G),

where the advantage function is defined as A(G, f) = Q(G, f)− V (G) to evaluate the
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Algorithm 5.1: Reward Function

1 input: Exploration graph G, Frontier node f
2 # Calculate the raw reward (Eq. 5.9)

3 R0
G = U0(L̃)− U ′U(L̃′)− αC(U)

4 # Normalize the raw reward
5 RG = {rf ′ = R0

G}
6 l = minRG, u = maxRG
7 rf ← (rf − l)/(u− l)
8 # Compute projection based on nearest frontier
9 ft = nearest frontier(xt)

10 if u = raw reward(ft) then
11 return rf − 1 # r(G, f) ∈ [−1, 0]

12 return 2rf − 1 # r(G, f) ∈ [−1, 1]

difference between the state value and the state-action value. β ∈ R is a coefficient

for the loss of the value function. The entropy coefficient η ∈ R+ is used to weigh

output entropy for encouraging exploration during training.

5.2.3 Reward Function

We use the utility function given in Eq. (5.3) from the EM exploration algorithm

[11], whose behavior we wish to emulate, to compute the raw reward for actions that

travel to each candidate frontier. The raw reward is defined as follows:

R0
G = U0(L̃)− U ′U(L̃′)− αC(U), (5.9)

where U contains sequential actions to the selected frontier position. The output of

cost-to-go function C(U) is the travel distance weighed by coefficient α, expressing a

preference for shorter paths. We then set a new range for these raw rewards by linear

normalization. If the frontier selected by the EM algorithm is the nearest frontier

associated with the current pose, the range of the reward is [−1, 0]. Otherwise, the
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range is [−1, 1]. The reward function is described in Alg. 5.1.

Figure 5.2: The office-like Gazebo environment used for training.
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Figure 5.3: The average reward during training.

5.2.4 Computational Complexity

For the EM algorithm, the computational complexity of the decision-making process

is O(Nactions(C1 + C2)), where C1 = O(n3) bounds the complexity of the iSAM2

update (n is the number of poses), and C2 = O(m) bounds the covariance update for

virtual landmarks (m is the number of virtual landmarks) [11]. The computation time

increases significantly in the size of the state-action space, limiting the framework’s

applicability. On the other hand, as shown in [3], the computation time for decision-

making with our fully trained DRL GNN framework is nearly constant, allowing

real-time performance across a wide range of problems.
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5.3 Experiments and Results

5.3.1 Experimental Setup

We assume that an unmanned ground vehicle (UGV) must explore an indoor environ-

ment populated with 3D obstacles, it relies upon 6 degree-of-freedom SLAM, and it is

permitted to reason about exploration with respect to the ground plane, where belief

space planning is performed. The robot uses a 2D map to perform three degree-of-

freedom motion planning reach the goal position. The simulation environments used

in this work are built in Gazebo and explored using the Robot Operating System

(ROS). A simulated Clearpath Jackal robot is equipped with wheel odometry and a

VLP-16 3D LiDAR. We restrict the sensor range of our LiDAR to 3 meters to induce

challenging pose uncertainty in our exploration comparison. We adopt the default

noise settings in Gazebo for the simulated sensors, and we manually add Gaussian

noise to robot translation and rotation actions of standard deviation 0.01m and 0.08°,

respectively. We use the same SLAM framework employed in [12], with the GTSAM

library [63]. Dijkstra’s algorithm is used to generate a path to each frontier waypoint.

A 2D map of virtual landmarks is maintained in the ground plane to provide the

reward for each decision-making selection during the DRL policy training. The reso-

lution of the map is 0.5m per cell and the standard deviation of the initial covariance

of each virtual landmark is 0.2m. We terminate the exploration task once 85% of the

environment’s ground plane has been explored. Additionally, we keep track of the

robot’s volumetric sensor coverage of the environment using a separate 3D occupancy

map of the workspace.

Our graph neural network models are trained using PyTorch Geometric [68].

The desktop used for policy training and simulation testing is equipped with an Intel

i9 3.6Ghz CPU and an Nvidia Geforce Titan RTX GPU. For real-world exploration
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experiments (testing only), our algorithms run on a Dell Precision 3541 mobile work-

station laptop which has an Intel Xeon CPU and an Nvidia Quadro P620 GPU.

5.3.2 Policy Training

To evaluate the transferability of our proposed approach, we only use one environment

during training. The office-like training environment is shown in Fig. 5.2. We ran-

domly placed 8 objects in this environment. The robot has nine fixed initial locations

in this environment from which it begins exploring.

We apply 15,000 training episodes in total, which, motivated by the expense

of our ROS/Gazebo simulation, is orders of magnitude fewer than in our prior work

with 2D landmark-based SLAM [3]. We set the learning rate to 0.0001 and perform a

policy update every 10 steps. The average reward obtained during training is shown

in Fig. 5.3. Throughout this process, the state of the system is represented by the

exploration graph, and the action space is comprised of the frontier nodes in the

exploration graph.

Figure 5.4: The Clearpath Jackal UGV used in our experiments.
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Figure 5.5: Environment used for real-world deployment of our UGV.

5.3.3 Simulated Exploration Comparison

We use the learned policy trained in the office-like environment to test in two dif-

ferent environments. In Fig. 5.6(a), we build a “street environment” which has the

same 20m× 20m size as the training environment. However, this street environment

contains fewer objects. Also, the size and the shape of these objects differ from the

training environment. The exploration results are shown in Fig. 5.7(a) and 5.7(b).

We compare the learned graph-based policy with (1) a nearest frontier (NF) approach

[30], (2) the EM algorithm [11, 12], and (3) a random frontier selection approach over

10 exploration trials. For each trial, we always initialize the robot from the center of

the testing environment. We compute the mean absolute error between the mapped

3D points associated with the estimated robot trajectories and the ground truth tra-

jectories to determine the map error. We also compute the total 3D volume mapped

during each trial.
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(a) (b)

Figure 5.6: Gazebo simulation testing environments.
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Figure 5.7: Autonomous exploration results from our Gazebo simulation testing en-
vironments.

The EM algorithm achieves the lowest map error in the end, but has a slightly
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worse exploration efficiency than the NF approach. Although the NF approach is

the most efficient method for covering an unknown environment, it offers the worst

map accuracy during exploration because it achieves the fewest loop closures. The

random method achieves the most loop closures during exploration, but its long travel

distances generate a large accumulated error that cannot be completely eliminated

by these loop closures. It also covers the environment very inefficiently. Our learned

policy achieves a very similar exploration efficiency to the EM algorithm, and its map

accuracy is surpassed only by EM algorithm, whose performance we seek to emulate.

The second simulation testing environment is shown in Fig. 5.6(b). In this

“parking garage” environment, there are fifteen evenly spaced cars and the size of this

environment is 30m × 30m, which is larger than the training environment. Like the

first simulation environment, each exploration algorithm has 10 trials initialized from

the center of the environment. The learned policy has a slightly worse exploration

efficiency than the EM algorithm in this large environment, but it once again achieves

the second lowest map error (again, second to the EM algorithm) compared with other

exploration methods. All other algorithms have the same relative performance as in

the “street” environment.
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(c) (d)

Figure 5.8: Ground-plane map and trajectory resulting from our graph-based policy’s
exploration of the Stevens ABS Engineering Center.
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5.3.4 Real-world Exploration

Our learned policy can also be transferred to a real-world environment. Our Clearpath

Jackal UGV, shown in Fig. 5.4, is equipped with the same odometry and LiDAR

sensing as the simulated UGV. We test our learned policy in the ABS Engineering

Center at Stevens Institute of Technology shown in Fig. 5.5. In Fig. 5.8, we present

an example of autonomous exploration using the learned, graph-based policy. The

robot pose is represented by red-green axes, and the yellow ellipsoid indicates the

uncertainty of the current pose. The cyan path is the path to the selected frontier,

and gray paths are for other unselected frontiers. The cost map covering the ground

plane represents the uncertainty of the current virtual map, where blue color indicates

the lowest uncertainty. Magenta represents the high uncertainty of our virtual map

prior. We terminate the exploration task if there are no frontiers detected on the

current map. Although our exploration algorithm has real-time computation, there

is a short-term pause in each decision-making step because of the computational

expense of SLAM and the required update of occupancy maps and virtual maps. In

Fig. 5.8(a), the robot chooses the nearest frontier to explore the environment, rather

than the longer-distance path to obtain a loop closure, because this is the beginning

of the exploration and a loop closure only reduces the uncertainty of a small portion

of the current virtual map. In Fig. 5.8(b), the robot selects a longer-distance path

to obtain a loop closure to reduce the uncertainty of the current virtual map. In Fig.

5.8(c), the uncertainty of the right bottom area on the map is reduced by taking the

selected path. We present the final exploration result in Fig. 5.8(d). The overall

exploration process is shown in our video attachment.
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5.4 Learning Exploration from A Portfolio of Algorithms

In the previous sections, the learned exploration policy was trained by the EM al-

gorithm. However, the EM algorithm is not always the best exploration method in

any given environment. For example, the nearest frontier (NF) approach achieves the

best exploration performance in the environment shown in Fig. 5.9, which is empty

in its center. As shown in Fig. 5.10(a) and Fig. 5.10(b), the NF method offers bet-

ter exploration performance than the EM algorithm because localization uncertainty

and map error cannot be reduced by the place revisiting process in this particular

environment, due to the lengthy travel required for place recognition. Therefore, The

nearest frontier (NF) method provides the best exploration performance in the new

training environment.

Figure 5.9: The empty-center Gazebo environment used for learning the NF strategy.
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Figure 5.10: Autonomous exploration results from the new empty-center Gazebo
simulation training environment.
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5.4.1 Reward Function

The policy should imitate the NF exploration strategy in the given environment. The

raw reward is generated by the NF utility, which is defined as follows:

R0
G = C(U), (5.10)

where U contains sequential actions to the selected frontier position and C(U) is the

travel cost function. We use the same normalization method as in 5.2.3 to generate

the reward for training. The maximum reward is from the shortest travel distance.

5.4.2 Policy Training

The simulation setting and the robot are the same as those described in Sec. 5.3.

We use a new empty-center Gazebo simulation environment shown in Fig. 5.9 to add

the NF strategy to the learned policy in Sec 5.3.2. We use the learned policy trained

by the EM algorithm as the initial policy. Because the feature NF method is easy to

learn, overfitting problems will occur if we train our new policy with many training

steps. To train a policy to learn the NF method, 500 additional training episodes

are used. The robot starts from the center position of the environment during the

training process. We still use the A2C RL algorithm with a 0.0001 learning rate and

a policy update rate of 10 to learn the new policy.

5.4.3 Exploration Performance

For this study, we have built a new testing environment that is 30m × 40m in size.

The environment, illustrated in Fig. 5.11, has a similar structure to the training

environment of Fig. 5.9, but the objects have different shapes and quantities. Fig.

5.12(a) and Fig. 5.12(b) show the exploration results in the new testing environment.
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We compare the new learned policy with (1) an NF approach, (2) the EM algorithm,

and (3) the previous policy trained by the EM method. Each method has 10 explo-

ration trials. In Fig. 5.12(a), the EM algorithm has the largest map error. The policy

trained by the EM algorithm is better than the EM algorithm because the learned

policy loses the estimation accuracy in this large map, which happens to produce a

better map result than the original EM algorithm. The new policy has nearly the

same low map error as the NF approach. In Fig. 5.12(b), the policy trained by

the EM algorithm has the lowest exploration efficiency because it loses its prediction

accuracy. The NF approach has the highest exploration efficiency because it always

chooses the shortest path to explore. The performance of the EM algorithm and the

new policy is similar, and they lie between the NF approach and the previous policy.

Figure 5.11: The Gazebo environment used for testing.
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Figure 5.12: Autonomous exploration results from Gazebo simulation testing envi-
ronments. The results at top correspond to the environment shown in Fig. 5.11, and
the results at bottom correspond to the environment shown in Fig. 5.6(b).

To prove that our new policy can still use the strategy learned from the EM

algorithm, we run 10 exploration test trials in the previous testing environment shown

in Fig. 5.6(b). In Fig. 5.12(c), the new policy has slightly worse performance than

the previous policy, but the difference is acceptable. In Fig. 5.12(d), the exploration

efficiency is close to the EM algorithm and better than the previous policy.

5.5 Conclusions

In this chapter, we present a zero-shot transfer learning framework for mobile robot

exploration under uncertainty that leverages an exploration graph as an efficient

abstraction of a robot’s state and environment. We have enhanced the DRL GNN
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framework developed in our prior work [3] so it can be applied, for the first time, to the

exploration of environments populated with complex obstacles, perceived using dense

3D range observations. Successful training now depends on high-fidelity simulation,

and accordingly, our approach offers a highly efficient training process to meet these

requirements; the exploration policy is trained in a single virtual environment and

is successfully transferred to both virtual and real environments containing different

obstacle quantities, arrangements, and geometries. The exploration graph proposed in

this work offers generality that is suitable for a wide variety of real-world exploration

tasks. The uncertainty of the traversability information can be embedded within the

edges of the exploration graph to predict the uncertainties and hazards of the current

environment.

Moreover, a new exploration policy learns from a portfolio of algorithms to

explore different environments. We extend the previous policy trained by the EM

algorithm to learn a new NF exploration strategy for a specific environment structure

without forgetting the previous EM strategy training. Hence, the new learned policy

is capable of choosing an optimal exploration strategy according to the current state

of the environment.
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Chapter 6

Conclusions and Future Work

6.1 Conclusions

The objective of this thesis is to achieve high-performance real-time decision-making

during complex instances of mobile robot exploration, using deep learning models.

The exploration tasks are difficult to learn because the test environments are un-

known, so the robot needs to learn the exploration strategies through training in

environments with relevant characteristics. The proposed exploration graph is an ef-

fective state representation for a DRL model. With GNNs, a mobile robot can learn

high-performance exploration strategies through a set of training environments which

differ greatly from the testing environments. The GNN-based RL policy offers ap-

pealing generalizability, which means the learned policy can be used in a wide range of

state-action spaces, as long as the exploration graph topology, and key characteristics

of the robot and its SLAM process, are similar to those of the training environments.

Moreover, one of the proposed learning models offers zero-shot transfer perfor-

mance – policies learned from a simulation environment are successfully transferred

to both virtual and real environments that differ from the training environment. Ad-

ditionally, the proposed system can learn from a portfolio of exploration algorithms,

so the learned policy is able to choose the best exploration strategy for a specific test

environment.
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6.2 Future Work

There are two keys areas that comprise promising topics for future inquiry related to

the focus of this thesis.

6.2.1 Reinforcement Learning for Learning from a Portfolio of Algo-

rithms

Although learning a new RL policy atop an existing policy can combine two ex-

ploration methods into one unified policy, achieving the best possible efficiency and

performance when training a policy that combines multiple strategies remains an open

problem. Future work may benefit from considering the use of curricula in reinforce-

ment learning methods; [72], [73], [74] are able to help train a policy for multi-task

purposes. Moreover, the Asynchronous Advantage Actor Critic (A3C) [28] reinforce-

ment learning model can train a multi-task policy similar to ours via parallel training

with multiple actors.

6.2.2 SLAM Graph Optimization by Learning Methods

The decision-making process for autonomous mobile robot exploration is nearly real-

time viable when aided by neural networks as proposed in this work. However, the

optimization process required by most SLAM frameworks is still time-consuming, and

is not real-time viable over dense observations and lengthy time-scales. A collabora-

tion with Yewei Huang, a fellow lab member of RFAL, has been looking into learning

the correct localization results from SLAM training data produced in simulation en-

vironments. Future work will train graph neural network (GNN) models to estimate

the result for the SLAM graph optimization process, so the overall exploration process

can meet needs of real-time operation in any given environment.
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