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Abstract We consider a mapping and exploration problem in which a range-sensing
mobile robot is tasked with mapping the landmarks in an unknown environment
efficiently in real-time. There are numerous state-of-the-art methods which consider
the uncertainty of a robot’s pose and/or the entropy and accuracy of its map when
exploring an unknown environment. However, such methods typically use forward
simulation to predict and select the best action based on the respective utility function.
Therefore, the computation time of such methods is often costly, and may grow
exponentially with the increasing dimension of the state space and action space,
prohibiting real-time implementation. We propose a novel approach that uses a
Graph Convolutional Network (GCN) to predict a robot’s optimal action in belief
space over a graph representation of candidate waypoints and landmarks. The learned
exploration policy can provide an optimal or near-optimal exploratory action and
maintain competitive coverage speed with improved computational efficiency.

1 Introduction

Mapping and exploration [1] of a priori unknown environments are crucial capa-
bilities for mobile robot autonomy. Information-theoretic exploration methods were
developed to guide robots to the unexplored areas of their environment that will
contribute the largest quantities of new information to an occupancy map [2], [3],
[4], [5], [6]. Meanwhile, simultaneous localization and mapping (SLAM) provides
a way to evaluate map accuracy and manage localization error under noisy relative
measurements. Consequently, SLAM-based exploration or active SLAM [7], [8], [9]
has been applied successfully for mapping an unknown environment autonomously
under robot landmark and pose uncertainty. However, the decision-making compo-
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Fig. 1: An illustration of our use of a Graph Convolutional Network (GCN), in which
the cyan-colored rectangular block represents its hidden layers. The original input
data is the exploration graph associated with the current robot state, which reflects
its pose history, observed landmarks, and candidate frontiers. The output graph has
the same structure as the input graph, but one of the frontier nodes is selected to be
the next goal location, which is represented by the darkest red color. The darkness
of the red color indicates the predicted probability of optimality of the frontier.

nent of active SLAM exploration methods is time-consuming due to the need for
forward simulation of future robot measurements, and prediction of the resulting
map and pose uncertainty. This approach will ultimately fail for real-time decision-
making with increasing dimensionality of the state space and the action space, due
to the costly time complexity of such methods.

We propose a novel approach that uses an exploration graph to select the next
sensing action via Graph Convolutional Networks (GCN) in real-time. The proposed
graph captures the current robot state, its pose history, observed landmarks, and can-
didate frontiers. We use the Expectation-Maximization (EM) exploration algorithm
[9] to generate training data with randomly generated maps and random initial robot
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locations. Once trained, a mobile robot does not need to use forward simulation to
compute the expected information gain of each action exhaustively. After a training
phase, the GCN predicts optimal sensing actions based on the current exploration
graph. Fig. 1 summarizes our approach. The nodes of the input graph have different
attributes with the same size. The GCN provides an output graph which has the same
structure as the input graph, with updated attributes. In our method, each node of the
output graph has only one attribute; which takes on a value of one for the selected
frontier node, and zero for all other nodes. Our method can provide an accurate and
efficient strategy to explore an a priori unknown environment populated with sparse
landmarks. For example, when an underwater robot explores a subsea environment,
it needs an efficient strategy to build a map because it has a limited power supply, and
a scarcity of subsea landmarks to support navigation. Meanwhile, communication
constraints require onboard real-time computation for navigation decision-making.

The contributions of this paper are as follows. We use the proposed exploration
graph to represent a SLAM-dependent robot’s state space and action space using
a generalized representation. Compared with typical metric maps, our graph only
records the topological relationships between poses, observed landmarks, and can-
didate waypoints. Accordingly, the learned exploration policy will not be influenced
as heavily by details such as the coloration of the environment, the type of feature
descriptor used, or the orientation of obstacles in the workspace, and thus a smaller
volume of training data is needed than would be required to learn from metric maps
directly. Using this representation, we propose what is to our knowledge the first
graph-learning-based active SLAM exploration approach, offering real-time viable
decision-making during robot exploration under uncertainty.

1.1 Related Work

Information-theoretic exploration methods guide a robot to explore the unknown
environment by repeatedly selecting the sensing action expected to be most infor-
mative [2], [3], [4]. It has also proven effective to use Gaussian process frontier
maps as a predictive tool to support exploration [5], [6]. However, these methods do
not consider a robot’s localization uncertainty during the exploration process, which
eventually leads to an inaccurate map.

Active SLAM exploration approaches have been developed to reduce both the
uncertainty of a robot’s pose and entropy of the map by considering the correlation
between localization and information gain [7]. The approach proposed in [8] uses the
particle filter to reduce the overall uncertainty for both maps and poses by capturing
a trajectory’s uncertainty using the particle weight. The Expectation-Maximization
(EM) Exploration algorithm [9] introduces virtual landmarks to represent the uncer-
tainty of unexplored regions, and a novel utility function for solving the exploration
problem that seeks the most accurate map possible with every sensing action.

Learning-based exploration methods can offer reduced computation time and
near-optimal exploration strategies. Bai et al. proposed a Gaussian process based
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mutual information prediction method [10], and a subsequent Bayesian optimization
active sampling approach [11], to speed up the prediction of mutual information
throughout a robot’s action space. Furthermore, [12] and [13] show that deep su-
pervised learning and deep reinforcement learning [14] can produce high-quality
solutions for the exploration problem by using local occupancy maps as input data.
Moreover, global occupancy maps are used as input data to find the frontier asso-
ciated with the next best view using deep reinforcement learning in [15]. However,
an occupancy grid map has limitations as an input to represent the environment.
For example, in some instances neural networks may be unable to perform reliably
over a map with a rotation relative to the maps presented in training. Hence, such a
framework may take a longer time to converge during the training phase, or even fail
to converge, due to the size of the state space induced by an occupancy map.

Learning from graphs is an emerging research area. Graph Convolutional Net-
works (GCNs) [16] have been successfully applied in many fields such as social
networks [17] and chemistry [18]. Spectral convolutions are introduced to operate
the graph-based neural network model. Sanchez-Gonzalez et al. [19] proposed to
solve the control problem by using graphs to represent physical models with Graph
Nets [20]. For graph learning, the input data can be variable-size graphs, and the
size of the output data scales with the number of nodes of the input graph.

By combining active-SLAM exploration with the graph-learning approach, we
propose and develop the first graph-learning-based robot exploration framework. The
proposed exploration graph structure offers a smaller state space for learning than
an occupancy map and is a more generalized representation of a SLAM-dependent
mobile robot’s environment. By permitting real-time computation due to low query
time complexity, a graph-learning approach is also scalable to high-dimensional
state and action spaces.

1.2 Paper Organization

A formal definition of the problem is given in Section 2, including a brief discussion
of the EM exploration algorithm, which generates the training data for our GCN
framework, and an overview of our GCN model. Experimental results are presented
in Section 3, with conclusions in Section 4.

2 Problem Formulation and Approach

2.1 Simultaneous Localization and Mapping Framework

We formulate graph-based SLAM as a least-squares problem. The definitions of the
Gaussian robot motion model and the Gaussian measurement model are as follows:
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xi = hi(xi−1, ui) + wi, wi ∼ N (0,Qi), (1)
zk = gk(xik , ljk ) + vk, vk ∼ N (0, Rk), (2)

where X = {xi} are robot poses, L = {lj} are landmarks and U = {ui} is a given
motion input. ik and jk represent the ith pose and the jth landmark associated with
the kth measurement. The estimate of the poses and the landmarks is obtained by
solving the nonlinear least-squares equation:

X ∗,L∗ = argmin
X,L

∑
i

xi − hi(xi−1, ui)
2
Qi
+

∑
k

zk − gk(xik, ljk )
2
Rk
. (3)

In the EM exploration algorithm used to produce our training data, this is solved
using the GTSAM [21] implementation of iSAM2 [22] to construct a factor graph
and perform incremental nonlinear least-squares smoothing. This graphical model-
based inference approach provides Gaussian marginal distributions and Gaussian
joint marginal distributions.

2.2 Expectation-Maximization Exploration Algorithm

The EM exploration algorithm, which repeatedly selects the exploratory sensing
action that is expected to yield the most accurate map, offers an appealing balance
between managing uncertainty and exploring efficiently [9]. Virtual landmarks are
introduced as latent variables, and the exploration process is managed iteratively
through expectation-maximization. The virtual map, a uniformly discretized grid
map comprised of virtual landmarks in its cells (each characterized by an occupancy
probability and error covariance), is estimated using the current SLAM estimate
and measurements in the E-step. Then in the M-step, the optimal path is selected to
minimize the uncertainty of the virtual landmarks, which are initialized with large
covariance. Each cell in the initially unexplored map has a virtual landmark prior
with a large initial covariance.We useA-optimality [23] for our uncertainty criterion:

φA(Σ) = tr(Σ), (4)

where Σ is a covariance matrix of the virtual landmarks. By calculating the trace
of the covariance of all virtual landmarks, we can quantify the uncertainty of each
virtual map. The definition of the cost function for the EM algorithm is as follows:

U ≈
∑

vk ∈V
φA(Σvk ), (5)

where V = {vk} are virtual landmarks in a virtual map. All the virtual landmarks,
which represent the possible real landmarks, are used to evaluate the performance of
each potential action. The goal is to minimize map uncertainty with each decision-
making step. Hence we define the action reward ra to guide a robot accordingly:
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ra = U0 −Ua − αCa. (6)

In Eq. (6), C indicates a cost-to-go to disfavor actions which have long travel
distance and α is a weight for the cost-to-go. U0 is the initial uncertainty and Ua is
the uncertainty after taking the action a.

2.3 Graph Convolutional Networks for Exploration
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Fig. 2: In the left figure, the grayscale color represents the probability of occupancy
of a given map cell. The ellipses are estimation error covariances of each respective
location on the virtual map. Robot poses, landmarks and frontiers are indicated by
green dots, blue dots and red dots respectively. All landmark nodes and the current
pose node are connected with their nearest frontiers. In the right figure, An input
exploration graph is extracted from the current exploration state. Each edge in this
graph is weighted with the Euclidean distance between the two vertices connected.

We define the exploration graph G = (V, E), where V = {{xi}, {lj}, {fn}}. The
edges E connecting pose to pose xi — xi+1, and pose to landmark xik — ljk repre-
sent odometry measurements and landmark measurements respectively. The frontier
nodes fn are sampled from the boundary cells between the free and unexplored space,
and they are connected to the nearest node, either pose or landmark, in the graph. It
is possible for multiple nodes to have the same frontier node. A simple example of
extracting the exploration graph from a robot’s current state is shown in Fig. 2.

Instead of explicitly computing the sensing action that maximizes the reward of
Eq. (6) through an expensive evaluation of all the candidate frontiers, we employ
a GCN to predict the optimal frontier with respect to (6). However, we use the
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EM algorithm to generate training data. For each decision-making step, actions
A = {an} are generated for each frontier node with straight-line path planning, and
the EM algorithm provides an action reward R = {rn} for all frontiers via forward
simulation. The reward R is normalized so that rn ∈ [0, 1]. We require that the
reward of an optimal frontier has to be larger than 0.95. If multiple frontiers are
optimal at the same time, we will select one at random. The rewards associated with
pose and landmark nodes are always 0 because we only select the robot’s next action
from among frontier nodes. Therefore, the training label ynodes is defined as follows:

yi =

{
1 ri > 0.95
0 otherwise

(7)

A multi-layer GCN is adopted to explore the environment. The layer-wise propa-
gation rule of the GCN [16] is as follows:

H(l+1) = σ(D̂−
1
2 ÂD̂−

1
2 H(l)W (l)), (8)

with Â = A+ I, where A is the adjacency matrix of the exploration graph G and D̂ is
the degree matrix of Â. H(l) represents the lth hidden layer of the GCN model with
the activation function σ(·). W (l) is the weight matrix of the lth layer.

We use a three-layer GCN model. The definition of the input feature vector
si = [si1, si2, si3, si4, si5 ] for the node ni ∈ V is as follows:

si1 = φA(Σi), (9)

si2 =
√
(xi − xt )2 + (yi − yt )

2, (10)

si3 = arctan2(yi − yt, xi − xt ), (11)
si4 = p(mi = 1), (12)

si5 =


0 ni = xt

1 ni ∈ {fn}

−1 otherwise
. (13)

In Eq. (9), we use the same A-Optimality criterion of Eq. (4) for providing a
suitable feature to represent a node’s uncertainty, derived from our virtual map.
Relative position information to the current robot pose is provided by the second and
the third features. The Euclidean distance to the current pose is the second feature
in Eq. (10), where x and y coordinates represent the locations of the node and the
current pose. The relative orientation to the current robot pose is the third feature as
shown in Eq. (11). Map information is provided by the fourth feature, where mi is
the occupancy of the map cell associated with node ni in Eq. (12). Since the robot
needs to travel to the optimal frontier from its current pose, it is important to provide
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indicator variables to denote the current pose and frontiers. In Eq. (13), we define
the indicator of the current pose to be 0, all frontiers to be 1, and all other nodes -1.

For the GCN model, the definition of each hidden layer is as follows:

H(1) = σ1(D̂−
1
2 ÂD̂−

1
2 SW (1)), (14)

H(2) = Dropout(H(1)), (15)

H(3) = σ3(D̂−
1
2 ÂD̂−

1
2 H(2)W (3)). (16)

In Eq. (14), the size of weight matrix W (1) is 5 × 1000 because we want to
upsample the number of features from 5 to 1000. The activation function σ1 is
a Rectified Linear Unit (ReLU). We add a dropout layer with 0.5 dropout rate as
shown in Eq. (15). In the output layer, the size of the weight matrix W (3) in Eq. (16)
is 1000 × 1 and the activation fuction σ3 is a sigmoid function.

The cross-entropy loss function is defined as follows:

L = −(w1y logŷ + w0(1 − y) log(1 − ŷ)), (17)

where w1 and w0 are the weights for class 1 and class 0. These weights are used
to balance the cost for imbalanced data. We empirically define w1 = 21 and w0 = 1.
We use the Adam first-order gradient-based algorithm [24] when optimizing the
parameters of the GCN model.

3 Experiments and Results

3.1 Experimental Setup

We trained the proposed GCN system over a two-dimensional landmark-based sim-
ulation environment, using 500 unique 40m × 40m maps with randomly seeded
landmarks. From the exploration sequences run over these maps, we selected 32
random exploration graphs as a training batch, which was repeated for 20 batches,
with each batch undergoing 500 training epochs. All of this data was used to train
our GCN policy - we generated new random environments excluded from this train-
ing dataset for the testing phase. In our experiments, we impose a feature density
of 0.005 landmarks per m2 on all training and testing maps. The simulated robot
in our experiments is equipped with a 5m range sensor with a 360-degree field of
view, and Gaussian white noise of standard deviation 0.02m in range and 0.5deg
in bearing. Straight-line path planning is introduced to repeatedly lead the robot
from its current location to the goal frontier location, by which it will first turn to
face the goal, and then travel along a straight-line path to the goal. Although an
occupancy grid is used to keep track of landmark locations, the point landmarks are
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(a) GCN (b) EM

(c) Nearest Frontier (d) Random

Fig. 3: Representative exploration trials across four different methods on the same
40m × 40m map, over an equivalent number of decision-making instances.

assumed not to pose collision hazards. During one time step of the simulation, the
robot can rotate up to 180deg, or translate forward up to 2m; the standard deviation
of Gaussian white process noise on the translation and rotation actions is 0.1m and
0.2deg, respectively. The resolution of the virtual map is 2m (which is the size of
all square map cells), and the initial error covariance for virtual landmarks is 1m2 in
each dimension. The virtual landmarks of the EM algorithm are only used here to
calculate the reward of Eq. 6, which serves as an indicator of map accuracy weighed
against travel expense. The virtual map is otherwise excluded from iSAM2 factor
graphs and from the exploration graph. For all the exploration experiments, the task
will be terminated after 85% of a map has been explored.

The simulation environment is written in Python and C++, and our GCN model
is trained using TensorFlow [25]. All of the test algorithms were run on a computer
equipped with an Intel i9 3.6Ghz CPU and an Nvidia GeForce Titan RTX GPU.
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(a) Average uncertainty of landmarks (b) Max uncertainty of the trajectory

(c) Map entropy reduction (d) Planning time

Fig. 4: The result of 50 exploration trials of each method, with the same randomly
initialized landmarks and robot start locations, on 40m × 40m maps (the first three
metrics shown are plotted per time-step of the simulation).

3.2 Exploration Comparison

We compared the proposed GCN framework with (1) a nearest frontier approach, (2)
the selection of a random frontier, and (3) the EM approach over 50 exploration trials.
The test environments were randomly generated and excluded from the training data.
For each trial, every approach uses the same randommap and the same random initial
robot location.We provide examples of the four competing exploration methods over
the same random map with the same random initial location, in Fig. 3. The error
ellipses (0.5 standard deviations) shown in all grid cells represent the uncertainty of
the virtual landmarks. Derived from the robot poses that observed these cells, their
covariance is a measure of map accuracy. These virtual landmarks are only used for
reward calculation in Eq. 6 and they are not included in the SLAM factor graph or
exploration graph. The blue circle is the sensing area, and the center of the blue circle
is the current location of the robot. The orange error ellipses show the uncertainty of
the real landmarks and the green error ellipses show the uncertainty of the previous
robot poses. The magenta points are frontier nodes that are potential goal positions
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for the robot, and the red point is the selected goal frontier. The cross symbols are the
locations of the real landmarks. We extend the boundary of the map by 6m in each
direction to ensure the robot can successfully obtain the reward around the boundary
area, while frontier nodes are not allowed to be generated in these extended areas,
and their observation does not contribute to the evaluation of reward.

We select three metrics to evaluate the relative performance of four exploration
methods, as shown in Fig. 4. The average landmark uncertainty is a key element to
evaluate the accuracy of the final map, and we only consider real landmarks in this
comparison. The maximum uncertainty of the robot’s trajectory is used for showing
the accuracy of pose estimation along the trajectory. Map entropy reduction is used
to evaluate the efficiency of robot exploration. The random method and the EM
algorithm provide the lowest landmark uncertainty (Fig. 4a), but the randommethod
is the most inefficient method for exploring the environment (Fig. 4c). In Fig. 3d, it is
clear that the random method has a disorganized trajectory which has more chances
to visit the previous landmarks to reduce uncertainty, and a much longer travel
distance which is almost twice that of other methods (Fig. 4c). With respect to map
accuracy, the GCNmethod is slightly worse than the EM algorithm (which was used
to train the GCN) and the randommethod, but the uncertainty of those three methods
is at a very similar level in Fig. 4a. In Fig. 4b, the GCN method and EM algorithm
have very similar performance, which is slightly better than the Random method.
The nearest frontier method achieves the same map entropy reduction performance
as the GCN and EM approaches (Fig. 4c), but it achieves the worst performance
for the uncertainty of the landmarks and the poses along the trajectories as shown
in Fig. 4a and Fig. 4b, because this method only chooses the nearest frontier to
explore the environment and never actively seeks a frontier which is near a previous
landmark to reduce uncertainty, as shown in Fig. 3c. Overall, the GCN policy and
the EM algorithm demonstrate the best performance in producing an accurate map
of landmarks, and accurate pose estimates, using time-efficient trajectories.

3.3 Computation Time

In Section 3.2, both the GCN and EM exploration algorithms have similar satis-
fying exploration performance. However, the time complexity of the two methods
is very different. The time complexity of the EM algorithm’s decision-making is
O(Naction(C1 +C2)), where Naction is the number of the frontiers, C1 is the cost of
each iSAM2 predictive estimate over a candidate trajectory (a function of the num-
ber of mapped true landmarks and prior poses) and C2 is the cost of the covariance
update for virtual landmarks (a function of the number of prior poses, the virtual
map resolution and the size of the region being explored). Therefore, the computa-
tional cost of the EM algorithm increases dramatically with increasing size of the
state space (including the number of landmarks) and the action space, and it will
ultimately lead to failure for complex and large-scale real-time exploration scenarios.
The time complexity of decision-making for the GCN approach is O(n), where n
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represents the number of nodes in a given exploration graph. This reflects the cost
of matrix multiplication with a GPU, performed for each of the two GCN layers that
require it. For the GCN approach, none of the Naction candidate actions need to be
evaluated explicitly, hence the GCN approach remains robust to high-dimensional
state and action spaces.

We test the computation time for exploration decision-making on four different
sizes ofmaps, namely 40m×40m, 60m×60m, 80m×80m and 100m×100m. Each size
has the same feature density, which is 0.5 landmarks per m2. The test result, to which
a curve is fit using a sixth-order polynomial regression, is shown in Fig. 4d. The plot
represents the mean of the computation time used for exploration decision-making
(i.e., forward simulation). The GCN computation time is near zero, which is real-
time viable. In contrast, the computation time of the EM algorithm grows sharply
with increasing map size. In 100m × 100m maps, the average computation time for
the EM algorithm is 16.5s, which is not acceptable for a real-time exploration task.

As mentioned above, the computation time shown in Fig. 4d captures only the
decision-making component of exploration, the most costly step of the process,
which entails selecting the optimal goal frontier from among the available frontier
nodes. The computation time of other tasks, such as solving SLAM over the robot’s
true trajectory, updating the virtual landmarks as new measurements are collected,
and generating frontier nodes from the grid map, is not constant, but is equivalent
for both the EM and GCN algorithms (and these tasks are independent of the size of
the robot’s action space). The computation time of generating the exploration graph
is not constant either, but consumes a small fraction of the overall computation time
required for the GCN approach.

3.4 Scalability

For large-size maps with many landmarks, it is time-consuming to generate training
data using theEMalgorithmbecause of the poor scaling of its computational expense,
as shown in Figure 4d. Our proposed method offers the additional prospect of
scalability in training, by allowing a GCN trained on small maps to be queried over
a large map. Larger maps accumulate a longer history of poses, more landmarks,
and more frontiers, yielding larger exploration graphs, by which the state space
and the action space expand as the map size increases. A robot is also likely to
accumulate more map and pose estimation error when exploring larger maps. In this
final experiment, we use a GCN trained on 40m × 40m maps with 0.5 landmarks
per m2 feature density to explore larger maps which are 60m × 60m, 80m × 80m
and 100m × 100m with the same feature density. Representative examples of GCN
exploration over the three different map sizes are shown in Fig. 5, along with average
entropy reduction over 50 trials across all competing algorithms.

We show the map and pose uncertainty incurred by all four algorithms over differ-
ent large-size maps in Fig. 6. The nearest frontier method has the worst performance
over every map size. As the map size increases, the nearest frontier method accu-
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(a) GCN exploration on 60m × 60m map (b) Entropy reduction on 60m × 60m maps

(c) GCN exploration on 80m × 80m map (d) Entropy reduction on 80m × 80m maps

(e) GCN exploration on 100m × 100m map (f) Entropy reduction on 100m × 100m maps

Fig. 5: (a)(c)(e): An illustration of GCN exploration over different map sizes.
(b)(d)(f): Themap entropy reduction results of 50 exploration trials on three different
size maps. The GCN policy is trained on 40m × 40m maps.

mulates more error during exploration. In contrast, the random method and the EM
algorithm achieve similar performance even as the map size grows. However, al-
though the random method and the EM algorithm have similar optimal performance
with respect to curbing uncertainty, the random method produces the least efficient
exploration trajectories as shown in Figs. 5b, 5d, and 5f. Here, the EM algorithm
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(a) Average uncertainty of landmarks
on 60m × 60m maps

(b) Max uncertainty of the trajectory
on 60m × 60m maps

(c) Average uncertainty of landmarks
on 80m × 80m maps

(d) Max uncertainty of the trajectory
on 80m × 80m maps

(e) Average uncertainty of landmarks
on 100m × 100m maps

(f) Max uncertainty of the trajectory
on 100m × 100m maps

Fig. 6: Landmark and pose uncertainty management over 50 exploration trials on
three different map sizes, with the same randomly initialized landmarks for every
algorithm. The GCN policy is trained on 40m × 40m maps.

is still an optimal method since it produces short trajectories with low-uncertainty
landmark and pose estimates. The GCN approach is a near-optimal method com-
pared with the EM algorithm. It still achieves low uncertainty of landmarks and
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poses over the 60m × 60m maps, but as the map size grows, the GCN framework
gradually performs worse because the training data was generated from 40m × 40m
maps, and the larger maps’ exploration graphs differ from those encountered in the
training phase. However, the uncertainty of the landmark and pose estimates from
the GCN approach is still lower than the nearest frontier method, although they
have similarly competitive travel distance, as shown in Figs. 5b, 5d, and 5f. As we
discussed in Section 3.3, the computation time of the EM algorithm is not real-time
on these large maps, so the GCN framework offers a suitable alternative.

4 Conclusions and Future Work

In this paper, we proposed a novel graph learning-based exploration framework that
uses a GCN to achieve real-time viable exploration decision-making, and provides
an accurate and efficient exploration result. For other active-SLAM exploration
algorithms, with increasing dimensionality of the robot’s state space and action
space, the procedure’s computational complexity ceases to be real-time viable. The
GCN framework estimates a robot’s next optimal sensing action using an exploration
graph, which is introduced to encapsulate the current state space and action space.
Moreover, the proposed method is scalable to testing in higher-dimensional state-
action spaces, even when trained in lower-dimensional state-action spaces. Looking
ahead to future work, we wish to utilize a reduced graph structure to represent the
current state-action space, ideally in which the constraints tied to a robot’s pose
history, which grows without bound, can be collapsed onto the landmarks only,
which are finite in number. Moreover, in future work we will explore the viability
of different graph learning models, and investigate the framework’s extensibility to
more complex real-world active SLAM scenarios.
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